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Abstract

Due to the enormous volume of video material and growing demand for automated surveillance systems,
violence detection has become a crucial area of study in computer vision. Law enforcement and security
workers might be able to prevent or lessen violent situations by detecting violence in real-time video
streams. Deep learning techniques, such as CNNs and LSTMs, have shown promising results in detecting
violent activity. However, existing approaches have some limitations, including reduced performance when
detecting violence in real-world situations and difficulties differentiating between violent and non-violent
activities with similar motion patterns. This paper presents a fully integrated violence detection system that
overcomes these limitations by incorporating CNN architectures and BiLSTM with fusion techniques. We
analyzed in-depth approaches to violence detection and proposed a novel, effective method. Using a
combination of CNNs and a BiLSTM, a reliable framework was built to improve violence detection. This
study assesses five CNN designs, including MobileNetV2, ResNet50V2, DenseNet201, Xception, and
VGG19, and then integrates them with the BiLSTM network to recognize violent scenes in video data.
Furthermore, this paper examines two fusion approaches: intermediate fusion and late fusion. These
approaches are tested on two datasets: RLVS and HF. The results reveal that late fusion delivers the
highest performance in different metric scores, demonstrating its potential as a superior violence detection
approach. We have achieved an accuracy of 98.50% and 97.50% on the RLVS and HF datasets,
respectively. This framework might help address the serious issue of violence that affects communities
worldwide.

Keywords: Violence Detection, Deep Learning, CNN, BiLSTM, Late Fusion, Video Surveillance, RLVS
Dataset.

1. INTRODUCTION

The increasing prevalence of violence has made the identification of violent activities in
video feeds essential. Manually analyzing surveillance videos, social media content, and
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media footage is challenging; however, automatic violence detection reduces the amount
of data to be analyzed by focusing on key moments. With the rise of video content and
surveillance systems, there is an increasing need to analyze vast visual data, particularly
to detect violent events crucial to security and public safety. Research on violence
detection has grown significantly, especially for real-time applications in public spaces.
Advances in human action recognition and computational power have driven the
development of intelligent surveillance systems capable of analyzing video footage for
applications across sectors such as healthcare, traffic monitoring, and security. Violence
detection, which began in 2002, has evolved from handcrafted feature-based methods to
more advanced deep learning approaches [1]. Unlike traditional methods that rely on
domain knowledge for feature extraction, deep learning models can autonomously detect
patterns and features from raw video data. This process enables real-time identification
of physical and psychological violence in videos, helping to prevent harm. As violence-
detection technology expands, it raises ethical concerns, including privacy issues and the
potential for misuse. Effective violence detection systems must accurately distinguish
between violent and non-violent behavior, such as sports or social interactions.

Video surveillance systems are increasingly deployed in crowded public areas; however,
challenges like poor video quality and inconsistent lighting often hinder accurate
detection. Real-time, automated systems are critical to preventing violence escalation,
particularly with the rise of live-streamed content on social media. Effective violence
detection methods are crucial for creating safer environments and reducing the harm
caused by violence. Recent research has applied various machine learning and deep
learning techniques to violence detection, including 3D-CNNs [2], dynamic texture
identification like Violent Flows (ViF) [3], 3D CNN [4], sparse Gaussian process latent
variable model (SGPLVM) [5], multimodal approaches [6], and R-CNNs [7]. However,
these methods often fall short due to challenges such as ineffective feature extraction.

To address these limitations, we propose integrating Bi-LSTMs with multi-transfer
learning-based CNNs, employing both early and late fusion mechanisms. In our
approach, we preprocess the video dataset using YOLOvV8 and apply CNNs trained with
four transfer learning models: MobileNetV2, DenseNet201, ResNet50V2, Xception, and
VGG19, all initialized with ImageNet weights. The input is first fed into the CNN streams,
then fused to produce concatenated features, which are passed to the BILSTM.
Alternatively, in the late-fusion approach, we feed inputs into a CNN integrated with a
BIiLSTM, creating features from two streams that are then concatenated.

The contributions of this paper include:
« A real-time violence detection system for surveillance and media content.
e A systematic comparison of different CNN architectures for violence detection.
« An analysis of CNN+BILSTM architectures in detecting violence.
e A study on the application of fusion methods to violent video datasets.

This paper is organized as follows. Section 2 presents the literature review on violence
detection in real-world video surveillance. Section 3 describes the RLVS and HF datasets.
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Section 4 explains the proposed methodology. Section 5 reports the evaluation results.
Finally, Section 6 concludes the paper by summarizing the research outcomes.

2. LITERATURE REVIEW

A crowd violence detection model, HD-Net, with good generalizability was presented by
Chexia et al. (2022) [2]. HD-Net focuses on human features and dynamic information from
neighbouring frames, using 3D-CNN and LSTM for spatial and temporal feature fusion.
Hassner et al. (2012) developed Violent Flows (ViF), a dynamic texture-based approach
for identifying violence with a linear SVM [3]. Gkountakos et al. introduced a 3D-CNN for
analyzing crowd video footage, suitable for standalone desktop applications [4]. Mumtaz
et al. (2018) and Naik et al. (2022) used transfer learning to recognize aggressive human
behaviours, outperforming traditional models [8-9], while Mugunga et al. (2021) applied
ConvLSTM for violence detection in surveillance cameras, improving performance across
six benchmark datasets [10]. Moaaz et al. (2020) proposed an end-to-end neural network
for detecting violent scenes in surveillance footage [11]. Abdelfatah et al. (2017) used
SGPLVM to detect violence in Arabic social media by performing nonlinear dimensionality
reduction without labelled data [5]. Several studies have applied deep learning to non-
traditional video sources, such as cartoons, video games, activity recognition, and social
media platforms [12-13]. Several studies also focused on violence detection using object
detection methods such as Faster R-CNN, which Chao et al. (2020) applied to identify
terrorist videos on cell phones [7], and Alaquil and Fernandez-Carrobles (2019) used to
detect weapons in videos [14-15].

Image processing techniques, including feature extraction and pattern recognition, were
used to improve the accuracy of violence detection [16]. Facial recognition techniques
such as DeepFace and FaceNet were also employed to identify individuals involved in
violent incidents [17], which used YOLO to detect weapons in images with high accuracy.
Speech and audio recognition have also been explored, such as Cheng et al.'s (2003)
hierarchical approach for identifying gunshots, car brakes, and explosions [18], and
Giannakopoulos et al. (2010), who used speech recognition to identify violent behavior
through aggressive language analysis [19]. Bakhshi et al. (2023) applied a deep neural
network—based voice recognition method for detecting violence in real-world audio
signals [20]. Video analysis is a popular method for detecting violence, providing visual
data for identifying violent incidents. Nam et al. (1998) pioneered this approach by
identifying violent incidents using blood, fire, motion, and distinctive sounds [21]. YOLO
has been widely used in detecting hostile gestures, weapons, and other violent behaviors
in videos. Sethi et al. (2025) applied YOLO to detect hostile gestures in crowded
environments [22]. Motion analysis techniques, such as Optical Flow and Background
Subtraction, have also been employed for violence detection, with studies by Garje et al.
(2018), Jain et al. (2020), and Clarin et al. (2005) examining motion patterns in videos
[23-25]. Bermejo et al. (2011) proposed using the Bag-of-Words framework and MoSIFT
(an extension of SIFT) to detect violence through motion [26]. Earlier methods for action
recognition and feature extraction often relied on handcrafted descriptors like MoSIFT,
which itself builds upon foundational keypoint detection algorithms [27, 28].
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Scene understanding methods, such as Deep Learning-based Semantic Segmentation,
have been used to analyze video context to detect violence. Pham et al. (2022), Wu et
al. (2017), and llyas et al. (2024) applied scene understanding techniques to enhance
violence detection [29-31]. Multimodal approaches combining video, audio, and text have
been shown to improve detection accuracy by capturing multiple aspects of violent
incidents.

The CASSANDRA system (Akti et al., 2019) analyses motion features and audio cues,
such as screams, to detect violence in surveillance footage [32]. Gong et al. (2008) used
low-level visual and auditory features, along with high-level audio effects, to detect
violence in movies [33]. Peixoto et al. (2020) examined decomposed subconcepts of
aggression in both visual and auditory forms, combining results from several neural
networks [34]. Giannakopoulos et al. (2010) proposed a k-Nearest Neighbor classifier that
combined audio statistics and video motion data to detect violence [35]. Another method
condenses entire video sequences into motion-detailed grayscale images for
classification via 2D CNN [36]. The use of 3D convolutional networks to directly learn
spatiotemporal features from video data was a significant advancement, as demonstrated
by Tran et al. [37]. Chunhui et al. (2014) used a 3D ConvNet to learn spatiotemporal
properties of video data without prior knowledge, while Zihang et al. (2017) employed
ConvNet streams to detect violent movements using temporal and spatial features [38-
40]. Swatikiran et al. (2017) introduced a convLSTM architecture that combines CNNs
and LSTMs for spatiotemporal analysis of video frames [41]. For feature extraction, the
authors employ a variety of CNN architectures, including VGG16 [42] and Xception [43].
A Bi-LSTM is used for the categorization to understand the relationship between historical
and prospective data. An additional attention layer then determines the significant input
regions.

3. DATASET DESCRIPTION

In this study, we selected relevant datasets from various sources to support our research.
Since project-specific datasets were limited, we incorporated several previously used
datasets after verifying their compatibility with our proposed system. The datasets used
in this work are the Real-Life Violence Situations (RLVS) [44] and Hockey Fights (HF)
[26] datasets.

Table 1: Statistical Information of the RLVS and HF dataset.

Dataset Videos Violent Non-Violent Duration(s) FPS
RLVS 2000 1000 1000 2-6 30
HF 1000 500 500 1-2 25

3.1 Real Life Violence Situations Dataset (RLVS)

The RLVS dataset contains 1,000 violent and 1,000 non-violent YouTube videos. The
violent clips showcase street fights, while the non-violent ones depict everyday activities
such as sports, eating, and walking. Each video lasts 2 to 6 seconds, with over 100 frames
at 25 frames per second. Figure 1 shows an example of the RLVS dataset.
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Figure 1: Example of RLVS Dataset.

3.2 Hockey Fight (HF) Dataset

The Hockey Fight Dataset for violence detection contains 1,000 videos, divided into two
categories: 500 fight videos and 500 non-fight videos. All videos are sourced from hockey
matches. The 'fight' category includes videos with violent scenes, while the 'non-fight'
category consists of non-violent videos. Each video lasts 1 second and contains 41
frames. Figure 2 presents a representative example from the HF dataset, and Figure 3
illustrates the sample counts per class in the RLVS and HF datasets.

Figure 2: Example of HF Dataset
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Figure 3: Sample Count Per Class in RLVS and HF Dataset

4. PROPOSED METHODOLOGY

Figure 4 depicts the overall architecture of the increasing demand for automated systems
capable of reliably identifying violent behaviour across settings such as schools, public
spaces, and public transportation, which has made violence detection a significant
research topic in recent years. Despite its importance, detecting violence remains a
challenging task due to the complex and dynamic nature of violent behaviour, as well as
the difficulties in effectively recording and processing visual data. To address these
challenges, we propose a novel approach to violence detection that combines
Convolutional Neural Networks (CNNs) and Bidirectional Long Short-Term Memory
(BILSTM) networks, along with several feature fusion strategies. This approach leverages
popular pre-trained CNN models, including MobileNetV2, DenseNet, ResNet50V2,
Xception, and VGG19, all initialized with ‘imagenet’ weights. These models, trained on
large image datasets, are well-known for their ability to extract robust spatial features from
visual signals. Meanwhile, BiLSTMs are used to capture temporal dependencies in data
sequences, thereby enhancing the detection of motion patterns over time.

This study compares the performance of violence detection using only spatial information
(via CNNs) with that of the combination of spatial and temporal information (via
CNN+BILSTM). Additionally, we evaluate the effectiveness of early and late fusion
strategies to determine the most effective approach for combining features extracted by
the CNN and BILSTM layers. Our goal is to improve the accuracy of violence detection
by integrating the strengths of both CNNs and BILSTMs while exploring optimal fusion
strategies.
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Figure 4: Overall structure of the proposed model.
4.1. Preprocessing

The preprocessing phase begins with extracting 16 frames from each video. The skip
window for frame extraction is calculated using Equation (1).

video_frames_count

skip_value = (2)
sequence_length

where the sequence length is set to 16 frames. The frames are resized to the specified
dimensions, and their pixel values are normalized to the range [0, 1]. Finally, the dataset
is split into 80% for training and 20% for testing.

4.2.Stage-1. CNN Approach

According to Figure 4(c), Figure 5 shows the proposed CNN approach, which was
constructed using transform learning and other CNN Layers. The Convolutional Neural
Network (CNN) approach has become a powerful tool for image and video analysis,
including violence detection. This section explores CNNSs' role in extracting features from
video data and examines the various CNN architectures used in previous studies. We will
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discuss the advantages and limitations of CNNs for violence detection and highlight how
they have been optimized for this task. By reviewing relevant studies, this section aims to
identify the most promising CNN architectures for effective violence detection.

In this study, 5 CNN architectures were examined. These are MobileNetV2 [45],
DenseNet201 [46], ResNet50V2 [47], Xception [47], and VGG19 [48]. Their speciality is
feature extraction, particularly spatial features from video frames. Figure 5 illustrates the
CNN architecture workflow followed in our study.

Input Frame Set ‘

l 1. MobileNetV2
i : _ 2. DenseNet201

F h‘\l fmh"f,um.ﬂ 3. ResNet50V2
with "imagenet’ weight y
4. Xception

l 5.VGG19

Fully Connected
Layer
Classification
Y ¥
Violent NonViolent

Figure 5: Basic workflow of CNN architecture.

The model architecture, shown in Figure 5, is designed for video analysis, specifically for
detecting violent scenes. It takes a set of frames as input, which a time-distributed CNN
processes. The CNN can be selected from five options: MobileNet, ResNet, VGGNet,
Xception, or DenseNet. The CNN output is passed through a dropout layer to prevent
overfitting, followed by a dense layer with ReLU activation and another dropout layer.
Finally, the output is processed by a dense layer with softmax activation, providing the
predicted class label.

4.2.1 MobileNet

MobileNet, developed by Google in 2017, is a deep CNN architecture designed for
efficient processing on mobile and embedded devices, balancing accuracy and
computational cost. Its key feature is depth-wise separable convolution, which reduces
computation and memory usage without compromising accuracy. In conventional
convolutions, each filter processes all input channels, but in depth-wise separable
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convolution, filters process one channel at a time, followed by a pointwise convolution to
combine the results. This makes MobileNet faster and more resource-efficient, ideal for
devices with limited capabilities. The MobileNet V2 architecture consists of two types of
convolution layers: 1x1 Convolution and 3x3 Depthwise Convolution. Each block includes
three layers: 1x1 convolution with ReLU, depthwise convolution, and 1x1 convolution
without non-linearity. For our study, we used pre-trained "imagenet" weights, excluding
the top layer to tailor the network to our specific task. The last 40 layers are trainable, and
the output is passed to a fully connected layer for class prediction [45].

4.2.2 DenseNet

DenseNet, introduced by Gao Huang et al. in 2016, is a deep CNN architecture known
for its dense connectivity, in which each layer connects to every other layer. This structure
allows for efficient data flow and enables DenseNet to achieve high accuracy with fewer
parameters than traditional CNNs. Each layer receives input from all preceding layers and
passes its feature maps to all subsequent layers, promoting feature reuse and enhancing
information flow. DenseNet also incorporates batch normalization and transition layers.
Batch normalization normalizes activations, reducing internal covariate shift and enabling
faster convergence. Transition layers perform feature pooling, reducing spatial
dimensions and computational cost. For our analysis, we used pre-trained "imagenet”
weights, disabling the top layer to tailor the network for the task. The final 40 layers are
made trainable, and the output is passed to a fully connected layer for class prediction
[46].

4.2.3 ResNet

Introduced by Kaiming He et al. in 2015, ResNet is a deep CNN architecture designed to
overcome challenges in training intense neural networks, such as vanishing gradients
and performance degradation. Its core innovation is the use of residual connections,
which allow data to bypass several layers. Instead of learning new representations at
each layer, ResNet layers learn to add a residual signal to the representation from the
previous layer, addressing the vanishing gradients problem. ResNet's simplified
architecture requires fewer parameters and less memory than traditional CNNs, making
it computationally efficient and low-latency. For this study, we used ‘imagenet’ pre-trained
weights, excluding the top classification layer to tailor the model to our task. The last 40
layers are trainable, and a fully connected layer processes the output to predict the class
[47].

4.2.4 Xception

Introduced by Google in 2016, Xception is a deep CNN architecture designed to enhance
computational efficiency while maintaining accuracy across various computer vision
tasks. The key innovation in Xception is the use of depthwise separable convolutions,
which reduce computation and memory usage without sacrificing accuracy. Unlike
conventional convolutions, which process all input channels, depthwise separable
convolutions process each channel individually, followed by a pointwise convolution to
combine the results. Xception's simplified architecture requires fewer parameters and
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less memory, making it computationally efficient with low latency and ideal for real-world
applications. For our study, we modified the Xception network to train the last 40 layers,
initializing the model with pre-trained 'imagenet’' weights. The final layer is connected to a
fully connected layer for class prediction [47].

4.2.5 VGGNet

In 2014, the Visual Geometry Group at the University of Oxford introduced VGGNet, a
deep CNN architecture designed for image classification and object recognition tasks.
VGGNet, shown in Figure 3.17, is characterised by its use of many convolutional and
pooling layers with a small number of neurons per layer, resulting in a dense, deep
network with numerous parameters. Its depth, small filters, and non-linear activation
functions allow it to learn a detailed representation of the input data. VGGNet’s consistent
architecture, with the same number of neurons and activation function in each layer,
simplifies training and reduces the risk of overfitting. The architecture has proven effective
for various computer vision tasks and is widely used for transfer learning, where pre-
trained models are fine-tuned for specific tasks with limited data. For our study, we used
the VGG19 model, which has 19 layers. We used all layers for training, initialised them
with ‘imagenet' pre-trained weights, and modified the final layer to a two-neuron fully
connected layer to suit our task [48].

4.3 Stage-2: BiLSTM Integration with CNN Approach

[nput Frame St

l 1. MobileNetV2
. 2. DenseMet201
L Arctestires W T 3. ResNersov2
I1I1.I\LLrIL\. 'l'aLl\k | 4- xlﬁfrl“l_'ln
l 85 VGG
BILSTM

|

Fully Connected
Layer

!

Classification

h k.

"|-il."'ll.':||. \\-l\.lﬁ"l--ll'\lll\.'ll'l

Figure 6: Workflow for BiLSTM integration with Bi-LSTM architecture
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Accurate video classification requires capturing both spatial attributes and their temporal
evolution. The Convolutional Neural Network (CNN) extracts spatial features, such as
edges, textures, and shapes, but cannot capture temporal dependencies in data
sequences.

In contrast, Bidirectional Long-Term Memory (BiLSTM) networks are designed to capture
temporal dependencies, making them ideal for processing sequences of video frames.
Figure 6 presents the workflow for integrating BILSTM into the Bi-LSTM architecture.

This section explores how the hybrid CNN+BILSTM approach, shown in Figure 7,
enhances violence detection accuracy by combining CNN spatial feature extraction with
BIiLSTM temporal sequence modelling. We will discuss how BiLSTMs process temporal
information in video data and how combining them with CNNs improves performance in
violence detection.

input video

frame cxtraction &
Pre-processing

— >\

inpul segment 1 inpul segment 2
{frame set 1) { framme set 2)
CNN+BILSTM l l CNN+BILSTM

I—,. model | mixdel 2 -(—]
! !

outpat | ‘ l oulpul 2
\ _‘__J_H.H-"
fusion

W

classification

v

Evaluation

Figure 7: Workflow of the hybrid CNN-BIiLSTM model with fusion strategies for
violence detection
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4.4 Fusion

Fusion is the process of combining multiple data sources to provide a more
comprehensive representation. Fusion combines various data sources to enhance
system performance and provide a more comprehensive representation. It can merge
features, methods, or modalities to improve outcomes. The primary fusion approaches
are early, intermediate, and late. Early fusion integrates multiple sources into a single
representation at the start. Intermediate fusion combines data at an intermediate stage,
while late fusion analyzes each source independently before merging the outputs. The
choice of fusion method depends on system requirements, such as data types and
performance goals. This section outlines the data fusion methodology used in this study,
which combines data from various sources to provide a holistic understanding of the
research problem. We implemented intermediate fusion and late fusion, using different
sets of frames for each model (Figure 7).

In intermediate fusion, data from multiple sources is processed separately and then
combined into a single representation, offering a more comprehensive description than
individual sources. The model structure, shown in Figure 8 (a), uses two inputs with
identical structures but different frame sets. The data is passed through a time-distributed
CNN, followed by a dropout layer to prevent overfitting, and then flattened. The outputs
are concatenated and processed by a Bidirectional LSTM layer that considers both past
and future contexts. The final predictions are made after passing through a dense layer,
then another dropout layer, and finally a dense layer. The model’s input shape is (? 16,
64, 64, 3), where '?" is the number of sequences, 16 is the number of time steps, and (64,
64, 3) represents the image dimensions.

input frame set [ input frame set input frame sct

| PX16x64x64x3
P?x16x64x64x3 I ?x16x64x64x3

[ ioputLayer |
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Figure 8: Fusion model structures: (a) intermediate fusion, (b) late fusion
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Late fusion extracts decisions from single-modality architectures and applies a fusion
algorithm to compute the final decision. In this approach, information from multiple
sources is analyzed independently before combining the results for a final prediction.
Figure 8(b) illustrates the architecture of our late fusion implementation.

Initially, we trained separate models on different input frame sets. The predictions from
each model were then concatenated and passed through fully connected layers for the
final decision. As shown in Figure 8, the model consists of two separate structures, each
designed to handle different frame sets.

Both structures follow the same sequence: an input layer, a TimeDistributed CNN for
feature extraction, a dropout layer for regularization, TimeDistributed Flatten, a
Bidirectional LSTM to model temporal dynamics, a Dense layer with ReLU activation,
another Dropout layer, and a Dense layer with softmax activation.

The outputs from both structures are concatenated, passed through a Dense layer with
ReLU activation, a Dropout layer, and a final Dense layer with softmax activation to
produce the final prediction.

5. EXPERIMENTAL RESULTS
5.1 Contrast and Ablation Experiment

For the CNN + BIiLSTM model, BILSTM is used to capture both past and future context,
addressing the CNN's limitation to local information. This allows the model to detect
temporal changes in video frames, which are essential for recognizing violence. Tables 2
and 3 show the improved performance of the CNN + BILSTM architecture in identifying
violence across multiple metrics.

Table 2: Performance Comparison on the RLVS Dataset with the CNN+BiLSTM

Approach
Methods Precision Recall F1 Accuracy
MobileNet+BiLSTM 0.9347 0.9490 0.9418 0.9425
DenseNet+BiLSTM 0.9196 0.9482 0.9337 0.9350
ResNet+BiLSTM 0.9447 0.9641 0.9543 0.9550
Xception+BiLSTM 0.9347 0.9163 0.9254 0.9250
VGG19+BiLSTM 0.9548 0.9500 0.9524 0.9525
Table 3: Performance Comparison on the HF Dataset with the CNN+BiLSTM
Approach
Methods Precision Recall F1 Accuracy
MobileNet+BiLSTM 0.9479 0.9192 0.9333 0.9350
DenseNet+BiLSTM 0.9479 0.9286 0.9381 0.94
ResNet+BiLSTM 0.9375 0.9184 0.9278 0.93
Xception+BiLSTM 0.9271 0.9468 0.9368 0.94
VGG19+BiLSTM 0.9167 0.9072 0.9119 0.9150
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Figure 9: Training Accuracy, AUC, and Loss Curves for RLVS Dataset using CNNs
+ BiLSTM

The graphs in Figures 9 and 10 illustrate the networks' training history. We can see that
ResNet performed better across all metrics than other models.
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Figure 10: Training Accuracy, AUC, and Loss Curves for HF Dataset using CNNx
+ BiLSTM
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5.2 Performance and Real-Life Violence Detection

Table 4 compares the performance of the CNN+BiLSTM architecture across the datasets.
ResNet+BiLSTM performed significantly better than the other architectures.

Table 4: Comparative performance analysis of different CNN architectures
combined with BiLSTM

Methods Real Life Violence Dataset | Hockey fight dataset
MobileNet+BiLSTM 0.9425 0.9350
DenseNet+BiLSTM 0.9350 0.94
ResNet+BiLSTM 0.9550 0.93
Xception+BiLSTM 0.9250 0.94
VGG19+BiLSTM 0.9525 0.9150

5.3 Results of Fusion Methods

In the previous sub-section, we observed the improved results from combining CNNs with
BILSTMs. In this section, we explore the performance of fusion techniques. We used
MobileNet and ResNet for the fusion implementation, as they performed well in earlier
approaches.

The fusion method effectively captures both spatial and temporal information (CNN +
BIiLSTM) across different input frame sets, making it more efficient and better suited to
our objective. The results of the intermediate and late fusion approaches are displayed in
Tables 5 and 6, respectively, for precision, recall, F1, and accuracy scores on the RLVS
and HF datasets.

In Table 7 and Figure 11, we compared the performance of the intermediate and late
fusion approaches on the selected datasets. We can see that late fusion performs
considerably better than intermediate fusion.

Table 5: Performance Comparison of Intermediate Fusion on the RLVS and HF

Dataset
Dataset Precision | Recall F1 Accuracy
RLVS Dataset 0.9688 0.9588 | 0.9637 0.9650
HF Dataset 0.9688 0.9490 | 0.9588 0.96

Table 6: Performance Comparison of Late Fusion on the RLVS and HF Dataset

Dataset Precision Recall F1 Accuracy
RLVS Dataset 0.9899 0.9801 | 0.9850 0.9850
HF Dataset 0.9688 0.9789 | 0.9738 0.9750
Table 7: Fusion Result Comparison
Methods Real Life Violence Dataset Hockey Fight Dataset
Intermediate 0.9650 0.96
Late 0.9850 0.9750
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Figure 11: Fusion Method Performance Comparison Chart on the RLVS and HF
Datasets

5.4 State of the Art Comparison

Table 8 and Figure 12 summarize the best results from each approach. The chart
highlights the performance evolution from CNN to CNN+BIiLSTM to Fusion. CNN
architectures, which capture only local spatial information, performed worst, with
accuracies of 91.50% and 90% on the two datasets. Adding temporal information through
Bi-directional LSTM CNN+BiLSTM) improved the model's performance, achieving
95.50% and 94% accuracy. Finally, our proposed Late Fusion approach delivered the
best results, achieving state-of-the-art accuracy of 98.50% on the Real-Life Violence
Situations Dataset and 97.50% on the Hockey Fights Dataset.

Table 8: Comparison of the Best Performance of Each Approach

METHODS RLVS Dataset HF Dataset
CNN 0.9125 0.90
CNN + BiLSTM 0.9550 0.94
Proposed Approach (CNN+BILSTM with Late Fusion) 0.9850 0.9750
1
0.98
0.96
0.94
0.92
0.9
0.88
0.86
0.84
Real Life Violence Dataset Hockey Fight Dataset

BCNN wmCNN+BILSTM = Proposed Approach (CNN+BiLSTM with Late Fusion)

Figure 12: CNN, CNN+BiLSTM and Proposed Approach Performance Comparison
Chart
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Table 9 compares our results with previous approaches. The late-fusion approach we
proposed has achieved better results than all previous approaches.

Table 9: Comparison with Previous Methods and the Proposed Method: RLVS

Dataset
Methods RLVS Dataset (%)
VGG16+LSTM (Soliman et al.) [48] 88.80
CNN+LSTM+FeedForward (Lima et al.) [48] 91.00
CNN+LSTM (Moaaz et al.) [8] 92.00
DeVTr (Abdali et al.) [49] 96.25
Proposed Approach (CNN+BIiLSTM with Late Fusion) 98.50

o
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(=%

-

o6

54

92

;D I I
2 .

Real Lifie Vialenee Dataset(%a)
BVGGI6+LSTM # CNN+LSTM#+ FeedForward BCNN+LSTM mDeVTr wProposed Approach
(CNNABILSTM with Late Fusion)

o

Figure 13: Comparison Chart with Previous Methods and Proposed Approach for
RLVS Dataset

Table 10: Comparison with Previous Methods and Proposed Method for Hockey
Fights Dataset

METHODS HF Dataset
Bag-of-Words (Nievas et al.) [28] 90.9
ViF (Hassner et al.) [3] 82.9
MoSIFT+KDE (Long et al.) [50] 94.3
Three streams+LSTM (Zhihong et al.) [51] 93.9
Proposed Approach (CNN+BILSTM with Late Fusion) 97.50
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Figure 14: Comparison Chart with Previous Methods and Proposed Approach for
HF Dataset

Tables 9 and Figure 13 compare the performance of different methods for violence
detection in the RLVS Dataset, with the proposed fusion method achieving the highest
accuracy of 98.50%, surpassing all other techniques, including the previous state-of-the-
art method, DeVTr. Similarly, Table 10 and Figure 10 show that the fusion method also
achieved the highest accuracy of 97.50% on the Hockey Fights Dataset, outperforming
all other methods. These results demonstrate the effectiveness of our method for violence
detection across various scenarios and datasets. However, it's important to note that
evaluation metrics and dataset characteristics can differ across studies, potentially
affecting the comparability of results. Therefore, thorough and rigorous evaluations are
recommended.

5.5 Testing Random Data

Figure 15 and Figure 16 show visual frames and model outputs from a random street
brawl video.
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( b‘) .
Figure 15: Frame-by-Frame Prediction for (a) a Non-violent Video sample and (b) a
Violent Video Sample

1 -

Input Frames Output Frames

Figure 16: The Proposed Model's Visual Outputs Displayed over Testing Data
Obtained from YouTube

The model receives a single video as input, deconstructs it into frames, selects a set
number of frames with a fixed interval, processes them, and then makes a prediction
about the video's nature. It also provides a prediction of the input data frame by frame.

6. CONCLUSION

This study introduces an advanced violence detection system by integrating CNNs with
BIiLSTM networks and fusion techniques. The system utilizes five state-of-the-art CNN
architectures (MobileNetV2, ResNet50V2, DenseNet201, Xception, and VGG19)
alongside BILSTM to improve the detection of violent activities in video streams. The late
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fusion method demonstrated the best performance, achieving 98.50% and 97.50%
accuracy on the RLVS and HF datasets, respectively, surpassing existing methods.
These results show the system's effectiveness in overcoming challenges, such as
distinguishing between violent and non-violent actions with similar motion patterns.
Looking ahead, several promising areas for future research emerge. While violence
detection has seen considerable progress, further improvements in accuracy and
handling complex, unpredictable scenarios are needed. Incorporating more diverse
datasets and advancing algorithms for real-world challenges will be essential. Ethical
considerations should also be addressed by minimizing biases in data and ensuring
fairness, transparency, and respect for privacy. Additionally, combining violence detection
with technologies like facial recognition and audio analysis could provide a more
comprehensive understanding of situations. Furthermore, the focus could shift from post-
event detection to real-time intervention, where systems could detect escalating violence
and trigger immediate responses. Expanding the technology to include audio analysis
and social media monitoring would also enable broader applications, enhancing detection
in various environments.
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