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Abstract 

Using a value-added and non-value-added analysis, the authors of this paper apply the lean concept to 
the industrial sector's inspection procedure. An essential aspect of this procedure is transporting the 
component from one cell to another, then back again after inspection. Based on these observations, we 
were able to break the procedure down into manageable chunks. Descriptive research and quantitative 
methods were used in this investigation. The primary data was collected via a questionnaire with set 
questions. This prompted the employment of Regression and Analysis of Variance tests to shed light on 
the connection between the explanatory variables and the dependent ones. The study found that a cloud-
based surveillance system's camera sensor, crowd-supported content, surveillance applications, 
probability of incorporating essential computer vision, and network video analytics (NVA) all had significant 
relationships with one another. 

Keyword: Network video analysis, video analytics, computer vision, cloud-based surveillance, and 
cameras 

 
Introduction 

Requests are delivered to the NVAs, who are responsible for handling them, through the 
application gateway. In addition, workload virtual machines that are part of the main pool 
of the load balancer will deliver outbound requests to NVAs. Instead of employing a load 
balancer to manage outward traffic, network virtual appliances (NVAs) are responsible 
for managing incoming traffic through the use of application gateways. As a 
consequence of this, the application gateway is able to determine the origin of both 
incoming and outgoing requests. This enables it to provide the user with a response that 
is tailored to their specific needs. AVNs are required to interact with one another and 
pass on the answer in order for the appropriate AVN to be able to send the response 
(Stuhlmuller, 2022). 

One of the first forms of technology and one of the most common types of security 
measures in use today is video surveillance. The implementation of IP cameras has 
helped hasten the transition away from analogue CCTV networks and toward IP 
networks.  

The ratio of the screen to the camera is somewhere in the range of 1/4 to 1/30, whereas 
the ratio of the agent to the screen is roughly 1/16. Therefore, despite the fact that all 
cameras are, in a sense, being viewed, only a select number displays are being seen in 
real time (Bezzine et al., 2020). In order to overcome these problems, a major migration 
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to intelligent surveillance systems is currently taking place. A video-based intelligent 
system would not be able to differentiate between a scenario representing an actual 
combat between two individuals and a fake one, such as a scene from a game of hand, 
since it would not be able to recognize the difference between the two.  
 
Literature Review 

The analysis of movies for a number of objectives may be accomplished with the help of 
computer vision and deep learning, which are integrated in video analytics. Other names 
for this technique include intelligent video analytics and video content analysis. The 
implementation of cutting-edge video analytics software is becoming increasingly 
common. The most major users of AI are organizations that have been using video 
surveillance systems for an extended period of time and organizations that are 
attempting to tackle long-standing problems with the most recent AI technology (Ahonen, 
et al., 2006). 

Deep learning and machine learning are two subcategories of artificial intelligence that 
have made it feasible to employ video analytics to transform automated procedures that 
previously required the involvement of a person. The market for video analytics is subject 
to considerable shifts on an annual basis. This year, videos are being analysed in real 
time, and enhanced software for video identification is being created specifically for video 
analytics (Ahonen, et al., 2008). 

In order to determine whether or not there is motion, two or more images of the same 
scene are compared and contrasted to look for differences. A frame reference and pixel 
matching are both necessary components of video motion detection. The process of 
identifying motion is a standard step in video analysis. This capability may be included, 
for instance, in a video management programmer or an IP/CCTV camera (Ojansivu, et 
al., 2008). 

Cisco and Avigilon are two of the most recognizable brands in the field of video analytics. 
Other businesses include Genetic, Aventura Systems, IBM, and Bosch Security, as well 
as Axis Communications and Aventura. It is feasible to classify video analytics as either 
a service or a piece of software. Video analytics are currently being applied in a broad 
variety of business settings, including retail, healthcare, and the manufacturing sector. 
Recently, advancements in computer vision systems have allowed for the construction 
of specialized video analytics tools. Because of the availability of low-code development 
platforms, businesses now have the ability to rapidly and simply construct custom video 
analytics solutions while still enjoying the benefits of ready-made software solutions 
(Vasconcelos et al., 2010). 
 
Statement of the Problem 

The application of artificial intelligence in video analytics is a popular issue (AI). Some of 
these technologies allow for the rapid acceleration and automated processing of data 
analysis and other repetitive tasks. However, AI cannot replace the expertise and 
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discretion of a human operator. Combining AI solutions with human inventiveness is 
more powerful than depending simply on AI solutions. Machine learning and deep 
learning are subsets of the AI umbrella. Using these iterative procedures, an AI system 
may be developed and evaluated to ensure it meets predetermined criteria before being 
released to the public. Ultimately, the algorithm is ready to be utilized in an analytics 
solution that can be purchased and deployed on a monitoring site.  

Due to developments in algorithm development and camera processing capabilities, AI-
based video analytics may now be conducted directly on the camera rather than on a 
server (server-based) (server-based). Having uncompressed video material available in 
real time helps boost real-time functionality. Always follow the manufacturer's guidelines 
when employing artificial intelligence (AI) in video analytics. Video analytics output is 
sensitive to such factors as the cameras used, where they are placed, the quality of the 
footage captured, the nature of the scenario, and the amount of available light. By 
changing and understanding the effect of these components, video analytics 
performance may be enhanced in various circumstances. To add insult to injury, 
manually searching through a large number of video streams is a time-consuming 
process (Bae et al., 2008). 

In the case of person monitoring and identification, position and lighting fluctuations, face 
emotions, and ageing conditions are the most prevalent hurdles to overcome. A person's 
look can be substantially influenced by a combination of their expression and lighting 
problems. Even humans are unable to notice these minor distinctions due to the strength 
of the noise (Mantri et al., 1995).  

With the advancement of smartphone camera technology, this is becoming increasingly 
helpful. Companies like OpenCV, the pioneers of contemporary computer vision 
software, now make their services open to the general public (Norman, 2017).  

There is no IT system without network monitoring, which keeps eyes on network 
components, endpoint devices, performance, and traffic patterns. There are a range of 
tools that may be used to monitor network activities. Performance counters are vital for 
monitoring traffic, bandwidth usage, and other data. Tools for network monitoring make 
it simpler for IT managers to resolve problems with real-time network performance by 
delivering instant warnings and data in the form of tables, graphs, dashboards, and 
reports in real-time. 
 
Objective of the Study 

The purpose of this research is to examine an intelligent video analytics system that can 
automatically recognize and categories items from a large number of video streams and 
is distributed over several cloud computing resources. The other research objectives 
flow logically from this primary aim. 

 To study the components of artificial intelligence. 
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Research Question 

 When defining AI, what factors must be considered? 
 
Research Methodology 

Secondary information is information that has been gained in the past from primary 
sources and is now made available to researchers as secondary data. Primary 
information is the data that was collected. To phrase it another way, this is conventional 
wisdom that has been around for a considerable amount of time. It is possible that 
researchers will gather data for a particular study, and then later make the data available 
to other researchers so that they can use it for their own research endeavors. It is 
possible to repurpose data in one of two ways: either as primary data for the first research 
project, or as secondary data for the second research project. 

This research relied on descriptive research as its foundation. In the same vein, this 
descriptive research utilized a cross-sectional study to compare the demographic 
characteristics with the respondent's knowledge and awareness of NVA. Age, gender, 
occupation, length of employment, level of technical knowledge, level of surveillance 
skill, and income were the demographic factors that were included in the analysis. This 
research essentially summarized the results of the public survey as well as its features, 
making it descriptive. 
 
Research Design 

The conceptual framework of the study as well as the correlations that were 
hypothesized to exist between the variables are presented in this part. However, in the 
model's basic model, which investigated the direct impacts of five factors on 
commitment, there was a possibility that some of the variables were being mediated by 
other variables. Because of recent developments in cameras, mobile phones, and 
camcorders, particularly the quality at which they can capture an image or video, large 
amounts of data are being created every day. This is particularly true in terms of the 
resolution at which images and videos may be recorded. Because human object 
recognition and classification may be time-consuming and prone to errors, automated 
analysis is required in order to extract meaningful information and meta-data from this 
video data.  

In recent years, deep learning has emerged as a significant approach for obtaining high 
levels of accuracy and precision in computer vision applications. In addition, they may 
be educated utilizing a vast assortment of input datasets that correspond to a number of 
unique classes and can be trained on those datasets. However, when applied to the 
analysis of data obtained from video streams, deep learning algorithms run into a number 
of significant challenges. 
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Analysis 

In this study, the latent structure, or dimensions, of a collection of research variables was 
uncovered through the application of factor analysis. It condenses the attribute space, 
going from a high number of variables to a more manageable number of components, 
and as a result, it is referred to as a "non-dependent" technique (that is, it did not assume 
a dependent variable to be specified). 

Surveillance cameras, often known as CCTV cameras, have been shown in several 
studies to make use of IP networks to link the camera at the remote location to a central 
monitoring station (Valentn, 2017). The platform's online interface and mobile 
capabilities let users access it from their smart phones, and it enables businesses to 
keep tabs on their staff and conduct surveillance at all hours (Zhou, 2020). As a result, 
the efficiency of a surveillance system may be greatly improved by strengthening the 
connection between camera sensors and cloud-based platforms.  

This sort of intelligence might provide both in-the-moment and retrospective 
understanding of a significant occurrence. When several data sets, such as GIS data, 
location data, and other metadata, are combined, a comprehensive suite of video 
analytics tools may be generated. Algorithmic procedures will become more efficient as 
a result of this. Similarly, the quality of the data and the precision of the algorithm are 
affected by elements such as the display of camera location and perspective, which 
should include three-dimensional projection, geographical context, and narrative time 
sequence. Research in this area might benefit from abandoning the current application-
specific solutions in favour of a more general video analytic framework (Olatunji, 2019).  
 
Conclusion 

A more significant problem emerges as a result of the possibility that such systems might 
constitute a shift of power from those being observed to those doing the monitoring. In 
various countries and in a broad variety of settings, the degree to which manual CCTV 
capabilities are regulated is quite variable and can be quite different from one location to 
the next. In certain jurisdictions, the installation of cameras in public places is restricted 
to governmental authorities. However, in other jurisdictions, the installation of cameras 
on private property with a view of public areas is authorized. The legality of covert 
surveillance deployment and the limits placed upon it are subject to change in semi-
private and private locations. It is not out of the question that as this technology reaches 
a point where it is more accessible to the average worker, automatic analysis of the 
footage that is collected by these devices will become more prevalent in the workplace.  

Within the built component, several threads were utilized in order to perform analytics 
operations on input video streams in a simultaneous manner. The workers that make up 
the video analytics component of the recommended system were synchronized in an 
acceptable manner to ensure the secure execution of a large number of concurrent 
threads. As a direct consequence of this, the proposed system was evaluated using the 
cloud's many different types of workloads. One of the duties was providing a streaming 
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video in real time of a recorded footage of traffic on a roadway. – For this reason, 
DeepSORT was utilized, which makes use of the MaskRCNN algorithm to track 
recognizable vehicles as they move across recorded film. This was done in order to fulfil 
this objective.  

In this article, the most recent advancements in CCTV systems, as well as the potential 
for these systems to continue developing in the future, are dissected and analysed. 
Analyzing and combining data from several types of sensors can be a useful strategy for 
dealing with the ever-evolving nature of security risks and threats.  

Security and monitoring systems are becoming increasingly prevalent in today's society 
as a means of reducing risks to the general populace. This is especially true for 
applications that need knowledge of the surrounding environment. It is also necessary 
to have complete and thorough management and control over all parts of a society's life.  

The inquiry started with a comprehensive look at the various monitoring technologies 
that are now in use, as well as an analysis of how these technologies have developed 
over the course of time. This investigation came to a close with a discussion of some of 
the forthcoming advancements that would be made in video surveillance systems. 

In order to develop further video surveillance systems, there needs to be a continuous 
flow of data that is acquired, reviewed, and utilized in order to make educated judgments 
and respond in an intelligent manner. On this work, an architecture for video surveillance 
that is hosted in the cloud is proposed. Using this strategy, it is possible to offer video 
surveillance as a service; doing so would grant us access to a system that is malleable 
and extensible enough to meet the requirements of a wide variety of contexts. As part of 
our continuous efforts to create new features and functionality, the researcher has shown 
interest in including more filters into the processing module in the not too distant future. 
The researcher also intends to incorporate more types of sensors into the system, such 
as sensors that can detect motion and temperature, as well as similar sensors, because 
they believe they would assist the system in gaining a deeper understanding of a given 
scenario. 

For instance, computer vision needs to overcome a variety of challenging issues that are 
associated with shifting lighting, but this is nothing in comparison to the work that is being 
done in edge devices and the Internet of Things (IoT). It is only a matter of time until IP-
based solutions and intelligent surveillance systems become the norm in the industry. 
And who knows, maybe in the not too distant future the researcher may have monitoring 
systems that are capable of anticipating everything. Everyone is familiar with the term 
"Internet of Things," often known as "IoT."  
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