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Abstract 

Within the scope of this research project, the value-added and non-value-added inspection processes of a 
manufacturing company are evaluated via the lens of the lean manufacturing concept. One of the most 
significant steps in this procedure is moving the component from one cell to the next, first for the purpose 
of inspection, and then returning to the first cell. The process was broken down into its component activities 
as a result of the observations. The activities were analysed and divided into three categories: value-added 
(VA), non-value-added (NVA), and essential non-value-added (ENVA). Both a qualitative and quantitative 
strategy were utilised in the research that was conducted for this project. The primary information was 
gathered through the use of a standardised questionnaire. Therefore, the tests of regression and analysis 
of variance (ANOVA) were utilised to explain the connection between the independent factors and the 
dependent variables. This research found that there is a significant connection between camera sensors, 
crowd-sourced content, surveillance uses, the probability of incorporating necessary computer vision, 
network video analytics (NVA), and cloud-based surveillance systems. The findings of this study were 
presented in the form of findings. 

Keywords: "Surveillance, Computer Vision, Network Video Analysis, Cloud-Based Video Analytics, Video 
Analytics, and Cameras" 

 
INTRODUCTION 

There has been a meteoric rise in the quantity of video data as a direct consequence of 
the growing number of individuals who are recording surveillance footage with video 
cameras, most notably on their mobile devices, especially their smartphones (Olatunji et 
al., 2018). 

As a consequence of this, experts define surveillance as the process of keeping an eye 
on the whereabouts and actions of people or things in order to identify illegal behaviour, 
monitor crime scenes, and maintain tabs on resources. An operator is tasked with 
monitoring the video feeds from the cameras and keeping a careful check on them in 
order to keep an eye out for any weird persons or things that may have been abandoned. 
This objective, however, is extremely difficult to achieve given the vast number of 
cameras and the hours of recording that are currently available. 

Video can be used to monitor airport trolleys in real time for resource monitoring, as 
Cheng and Olatunji demonstrated. This can be done thanks to the internet. This 
technology is able to significantly minimise the amount of time it takes for a replenishment 
by around 70 percent thanks to real-time warnings that are sent whenever there is a lack 
of a resource (such as a trolley) (Cheng et al., 2018). 
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Analyzing video footage of a task or an event might provide researchers with the 
opportunity to investigate cognitive traits like attention span and response speed, for 
example. A real-time comprehension of the surrounding environment as well as the 
capacity to single out certain targets are among the objectives of intelligent video systems 
(IVS) that are powered by video analytics. 

As opposed to sending films to a centralised location so that they may be evaluated there, 
an edge-based architecture performs the analysis of video material in close proximity to 
the location at where it was created. This is because the parameters have a substantial 
impact on the accuracy of the results. The frame sampling rate, the frame resolution, and 
the algorithmic parameters are examples of some of these parameters (Ali et al., 2018). 

This article provides an introduction to video analytics as well as a review of current state-
of-the-art approaches and the integration of many parts of video analytics algorithms in 
order to produce an intelligent video system. Additionally, the article discusses the 
integration of many different parts of video analytics algorithms (IVS). Researchers have 
been discussing the possible uses of the data that may be obtained from video 
surveillance systems in everyday life. This section of the article serves as both the 
discussion's opening as well as its conclusion. 
 
LITERATURE REVIEW 

In the field of video analytics, computer vision and deep learning are brought together to 
do analysis on videos for a number of different applications. Intelligent video analytics is 
another name for this technique, as is video content analysis. The application of 
innovative video analytics tools is becoming increasingly common. The most major 
consumers of artificial intelligence are organisations that have been using video 
surveillance systems for a long time and organisations that are attempting to tackle long-
standing problems using the most recent AI technology (Ahonen, et al., 2006). 

Deep learning and machine learning are two subfields of artificial intelligence that have 
made it feasible to employ video analytics to alter automated procedures that previously 
needed human intervention. The video analytics market is one that experiences dramatic 
shifts on an annual basis. This year, real-time processing of videos and advancements in 
video identification software are being developed for use in video analytics (Ahonen, et 
al., 2008). In order to identify motion, images of the same scene are compared with one 
another to search for differences. Frame reference and pixel matching are two methods 
that may be utilised in video motion detection. Frame reference and pixel comparison are 
two methods that may be utilised in order to identify horizontal or vertical shifts that have 
occurred between video frames. In video analysis, one of the most prevalent practises is 
to look for motion. This functionality could be available, for instance, on an IP/CCTV 
camera or within video management software (Ojansivu, et al., 2008). 

In the field of video analytics, two of the most recognisable brand names are Cisco and 
Avigilon. Companies such as Bosch Security and Axis Communications, Aventura 
Systems, Genetec, and IBM are also included in this list. The practise of video analytics 
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may be separated into two distinct categories: software and services. A lot of attention is 
being paid to video analytics products (services) and software, both of which are essential 
to the commercial success of products (items) in the majority of businesses (software). 
Some of the most popular applications of video analytics in the field of security include 
counting people, monitoring traffic, performing automatic number plate recognition 
(ANPR), recognising faces, engaging in augmented reality (AR), and estimating ego 
mobility. The development of computer vision systems has recently advanced to a point 
where specialised video analytics tools are now possible to develop. Because low-code 
development platforms are readily available, businesses now have the ability to rapidly 
and simply design their own one-of-a-kind video analytics solutions while still enjoying the 
benefits of ready-made software solutions (Vasconcelos et al., 2010). 
 
STATEMENT OF THE PROBLEM 

The application of artificial intelligence in video analytics is now a topic of considerable 
interest (AI). Data analysis and other procedures that are repetitive can be considerably 
sped up and even completely automated by using some of these technologies. However, 
artificial intelligence (AI) will never be able to replace the expertise and decision-making 
ability of a human operator. In order to construct a mathematical model that is capable of 
computing results without being specifically programmed for them, large volumes of data, 
also known as sample data, in both forms are used. Before an AI algorithm is put into 
production, these iterative methods are used to create the algorithm so that it can be 
evaluated to verify that it fulfils the quality criteria that have been established. At the end 
of the day, the algorithm is ready to be implemented in an analytics product that can be 
bought and set up on a monitoring site. After finishing its training, the application will no 
longer require any more education or instruction of any kind. AI-based video analytics are 
frequently used to do tasks such as recognising people and automobiles in live video 
feeds. A specialised and well optimised machine learning algorithm may be able to satisfy 
surveillance requirements (Carrasco et al., 2007). 

The effectiveness of video analytics may be enhanced in a variety of contexts by 
recognising and making adjustments to the effects of the aforementioned factors. When 
and where the technology should be implemented is something that needs careful 
consideration in order to ensure that the advantages of increased operational efficiency 
and unique use cases are realised (Radha et al., 2015). The use of these approaches 
resulted in the effective completion of a wide variety of object identification and 
classification jobs involving significant amounts of data. In addition to this, they have the 
ability to generalise and can be trained using vast amounts of data coming from a variety 
of classifications. When presented with difficult datasets, these systems' accuracy 
plummets, and this is especially the case when working with datasets that incorporate 
expression and illumination variances. The systems for doing video analytics that are 
based on deep learning require a number of hyper-parameters. These hyper-parameters 
include learning rate, momentum, activation function, optimization technique, and weight 
parameter. In the days when humans could tell the difference between typed and 
handwritten writing, this meant figuring out if something was circular or square. The fact 
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that the technology available at the time prevented computer vision and machine learning 
from reaching their full potential was an issue. Businesses that were early innovators in 
the field of current computer vision software, such as OpenCV, now make their products 
and services available to the general public (Norman, 2017). A straightforward 
segmentation method that is based on temporal filtering is applied to each motion vector 
and coefficient in the network video analytics device. This is done in order to separate the 
moving item from the backdrop. Services and interfaces are required for the device. In 
order to determine the smoothness of a frame, the number of macroblocks that have non-
zero motion vectors and non-zero dequantized coefficients is counted. By employing an 
adequate searching window approach, one may ensure that the algorithm accurately 
recognises even very small objects. This is a significant advantage.  

When determining the smoothness of a frame, an automated clustering operation is 
carried out on groups of block partitions in order to classify them as potential candidates 
for object representation. This is done by searching for macroblocks that have motion 
vectors that are not zero and dequantized coefficients that are not zero. In this technique, 
the number of clusters and the starting cluster centre are not determined beforehand; 
rather, search windows that are established in relation to the camera location are 
employed. The device for network video analytics needs services and interfaces in order 
to function properly. Motion vectors and coefficients are separated into moving and 
stationary objects by the application of a method known as temporal filtering. The 
smoothness of a frame is obtained by searching a collection of block partitions that are 
automatically grouped for macroblocks that have non-zero motion vectors and non-zero 
dequantized coefficients. This allows for the smoothness of the frame to be calculated. 
This method takes use of search windows that are formed in relation to the position of the 
camera rather than computing the number of clusters and the initial cluster centre.  

The gadget for network video analytics needs services and interfaces to function properly. 
A method known as temporal filtering is utilised to categorise the motion vectors and 
coefficients as either moving or stationary objects. Estimating the smoothness of a frame 
involves using macroblocks that have motion vectors that are not zero and dequantized 
coefficients, all of which are included within a set of block partitions that are automatically 
grouped together. Instead of making estimates regarding the number of clusters and the 
initial cluster centre, search windows are constructed in response to the position of the 
camera. The approach has the potential to accurately detect even very tiny items if the 
appropriate search window strategy is utilised.  

Objective of the Study 

The purpose of this research is to examine an intelligent video analytics system that can 
automatically recognise and categorise items from a large number of video streams and 
is distributed over several cloud computing resources. The other research objectives flow 
logically from this primary aim. 

 To examine the computer vision functionalities from network video analytics 
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Research Question 

 When it comes to networked cameras, what kinds of computer vision tasks may 
be performed for analytics? 

 
RESEARCH METHODOLOGY 

Secondary information is information that has been gained in the past from primary 
sources and is now made available to researchers as secondary data. Primary 
information is the data that was collected. To phrase it another way, this is conventional 
wisdom that has been around for a considerable amount of time. It is possible that 
researchers will gather data for a particular study, and then later make the data available 
to other researchers so that they can use it for their own research endeavours. For 
instance, it's possible that the data from the national census were collected without any 
particular study goal in mind. To put it another way, secondary data could be considered 
primary data in a certain research study. It is possible to repurpose data in one of two 
ways: either as primary data for the first research project, or as secondary data for the 
second research project. 

Descriptive research was used as the foundation for this study. According to Patricia and 
Rangarjan (2013), the descriptive research design was utilised to characterise the 
features of a population or phenomena that was the subject of the study. This information 
was found in Shields. Similarly, a cross-sectional study was utilised in this descriptive 
research in order to compare the demographic characteristics with the respondent's 
knowledge and awareness of NVA. Age, gender, occupation, length of employment, level 
of technical expertise, level of surveillance expertise, and income were the demographic 
factors that were included in the study and examined.  

The findings of the qualitative investigation led researchers to the conclusion that the 
findings were "subjective" (Naoum, 2007). This was primarily an examination into the 
reasons, views, and explanations that lie behind the surface of people's actions and 
behaviours. As a direct outcome of this effort, new perspectives and theories pertaining 
to upcoming quantitative research were produced as well. 

For the goal of this investigation, the researchers wanted to see if they could incorporate 
the computer vision capabilities of network video analytics into a cloud-based surveillance 
system that could be used all over the world. The survey questionnaire for the closed-
ended survey was distributed to the respondents who were chosen through the use of 
both a paper survey and an online survey (Google Form). A sizeable sample of individuals 
from within a population will be selected at random in order to finish filling out a 
standardised questionnaire. A method known as surveying will be utilised in order to 
collect the massive quantities of information that will be supplied by the respondents in 
order to create a legitimate result. As a consequence of this, the quantitative research 
technique was selected since it was deemed to be the strategy that was most suited for 
this inquiry. 
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RESEARCH DESIGN 

The conceptual framework of the study as well as the relationships that were 
hypothesised are presented in this portion of the report. However, in the model's basic 
model, which investigated the direct impacts of five different variables on commitment, 
there was a possibility that some of the variables were being mediated by other variables. 
The recent improvements that have been made to cameras, mobile phones, and 
camcorders, in particular the resolution at which they are able to record an image or video, 
are responsible for the daily generation of a substantial amount of data. Because human 
object recognition and classification may be time-consuming and prone to mistake, 
automated analysis is required in order to successfully extract useful information and 
meta-data from this video data. When it comes to video broadcasts, there are a lot of 
barriers, such as content that is fuzzy and a wide variety of lighting circumstances. 

In recent years, deep learning has emerged as a significant way for reaching high levels 
of accuracy and precision in computer vision applications. This trend has been driven in 
large part by the rise of artificial intelligence and machine learning. In addition, they may 
be educated using a broad variety of input datasets that correspond to a number of unique 
classes and can be trained on those datasets. However, when applied to the analysis of 
data obtained from video streams, deep learning algorithms run into a number of 
significant challenges.  

It is suggested that the video analytics system that is being offered be constructed on a 
deep learning model, the optimization of which is motivated by a mathematical function 
for the purpose of performing an efficient analysis of video streams. With the help of the 
mathematical model, we were able to perform fine-tuning and observe how varying hyper-
parameter values impacted the performance of the deep learning model. Following that, 
we were able to adjust the parameters to a variety of values that fell within appropriate 
ranges and select those that were the most optimal for further improving the accuracy of 
the proposed system. 
 
ANALYSIS 

Several researches have concluded that a survey of recent advances in computer vision's 
use to civil infrastructure inspection and monitoring is useful. For the time being, visual 
inspection by hand is the gold standard when it comes to gauging the health of public 
buildings and facilities. The use of computer vision in civil infrastructure monitoring and 
inspection is a natural progression. Recognizing structural components, evaluating local 
and global visual damage, and spotting differences from a reference picture are the three 
types of inspection applications covered in this article. By moving away from heuristic-
based methods and toward data-driven identification, recent improvements in automated 
inspections have been made feasible. In data-driven detection, substantial data-set 
training is used to build deep models. Both static and dynamic monitoring apps were 
discussed(Billie, 2019). 
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The Intelligent Surveillance System (CISS) hosted in the cloud may be combined with the 
Computer Vision (CV) module since they are both compatible with each other. In 
anticipation of a potential need for facial recognition, a face detection module will be 
included to certain cameras. In order to capture licence plates, the automobile plate 
recognition module had to be activated and its settings adjusted so that licence plate data 
could be recorded in real time. By doing so, a single system may operate several 
cameras, and the CV modules of those cameras can be adjusted independently. The 
primary function of a majority of surveillance systems is motion detection. Using the cloud 
to create an intelligent surveillance system (Zhou, Design and Implementation of A Cloud 
Based Intelligent Surveillance System, 2022).  
 
CONCLUSION 

The investigators of this study developed a conceptual framework in order to facilitate the 
answering of the research question and the completion of the intended result of the 
investigation. In order to establish which of the competing NVA models was the most 
accurate representation of the data, all of the models, both those that were recommended 
and those that were already in use, were updated and then compared to the full 
measurement model. It was discovered that the proposed model was a better fit for both 
the data and the theory, and this led to a considerable improvement in the recommended 
model's capacity to explain the data. The commitment of importers can be affected by a 
variety of elements, including trust, knowledge and experience, surveillance uses, and 
the capability of suppliers. The mediation role of the model was conclusively 
demonstrated. Even while the opportunism of suppliers has been shown to have an 
indirect impact on commitment and a direct influence on trust, the theoretical expectation 
was that it would have no effect at all. On the other hand, it was shown to be a significant 
factor in determining network video analytics commitment even though it was found to be 
a not insignificant influence for the total sample. This was due to the fact that camera 
sensor, crowd supported content, surveillance uses, and probability of incorporating 
necessary computer vision and network video analytics were all taken into consideration. 

The consistency of the quantitative data, on the other hand, is what promotes the growth 
of surveillance and commitment. The results of analysing quantitative data were mostly 
consistent with the findings of the quantitative studies, but at the same time they provided 
some fresh insights into cloud-based surveillance systems and commitments. This 
research reveals a cloud-based surveillance similarity that is consistent with the findings 
of the competing model. This research also reveals some support for communication and 
information collecting, which leads to the creation of surveillance expertise and cloud 
support material. The results of this research expanded the use of five main domains by 
using these five domains as theoretical frameworks for the examined variables. These 
main domains are: camera sensor, crowd supported content, surveillance uses, 
probability of incorporating necessary computer vision and network video analytics of the 
study. This thesis makes an additional significant contribution to the research of cloud-
based surveillance systems by highlighting the significance of these domains in assisting 
with the comprehension of something that is referred to as "network video analytics." 
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The purpose of video analytics is to make video surveillance systems more intelligent, 
accurate, and easy to operate for the people who use the systems as well as the systems 
themselves. Other customer organisations, such as the marketing departments of retail 
businesses, can also benefit from the utilisation of video analytics in addition to the 
surveillance operations itself. Axis is able to provide its customers a choice between in-
house and third-party video analytics because to the cameras' advanced capabilities for 
distributed video analytics and open application platform. Customers no longer have to 
purchase all of their capabilities all at once thanks to this, which gives them the freedom 
to use video analytics whenever and however they see fit. This is also the cause of the 
greatest diversity of applications now available on the market. A technique for classifying 
objects based on still images and moving video known as video analytics. The system 
handles huge amounts of visual data that are generated by several cameras. 

An increasing number of people are taking an interest in studying the topic of video 
surveillance. You may be able to recognise particular products, behaviours, or attitudes 
in video footage by utilising intelligent video surveillance. As a consequence of this, the 
video surveillance system may respond appropriately to what it observes and take the 
necessary actions. Either a mobile camera might be triggered to obtain more precise data 
from the scenario, or the people who are responsible for monitoring may simply be notified 
of the situation so that they can determine what steps to take next. The most cutting-edge 
systems can now reliably detect, identify, and keep tabs on individuals' faces as well as 
things like events and objects. A video of good quality is essential in order to ensure the 
success of this treatment. On the other hand, such a system includes several steps of 
signal processing, including capture, transmission over the network, and video 
compression, all of which have the potential to influence the quality of the video that is 
collected. It is common practise to install video surveillance systems in public places that 
are open to the public, such as stadiums, skyscrapers, parking garages, and motorways. 
Because of the intrinsic nature of the outdoor environment, outdoor surveillance 
recordings are susceptible to significant degradation brought on by unfavourable weather 
conditions such as haze, fog, and smoke. This can lead to less accurate event and object 
identification and recognition. 

By deploying security and monitoring systems, it is becoming more common practise to 
manage and avoid anomalous events, particularly in applications involving situational 
awareness. This practise is done with the intention of protecting public safety. It is also 
necessary to have complete and thorough management and control over all parts of a 
society's life. Because of these technologies, people's lives may be made simpler while 
also being automatically watched and protected from harm. Even while this technology 
has advanced at an exponential rate over the course of the past two decades, it is not yet 
capable of meeting all of the needs. A kind of video surveillance that makes use of a 
number of cameras has been described. In addition to this, other facets of the design and 
analysis of a system are investigated in depth. A comparison of the two existing systems 
is shown here in a side-by-side format. 
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This paper addresses design considerations for cloud-based multimedia surveillance 
systems. There are a number of problems with the system, including its cloud-based 
operation, cloud deployment architecture, video acquisition strategy, cloud services, 
media processing, resource allocation, notification and sharing, big data analytics, privacy 
and security, and media processing. Many recent research advancements have focused 
on combining earlier work into viable mechanisms for real-world applications, and it is 
anticipated that automated CCTV surveillance systems will be deployed within the next 
few years. This is due to the fact that many recent research advancements have focused 
on combining earlier work. These new developments are significantly more advanced 
than the manual CCTV systems that were already a quantum leap ahead of personal 
observation. Every security system has flaws that may be exploited, and these flaws can 
be exploited in a variety of ways, including the interception of signals (perhaps followed 
by their replacement), the disruption of power or communication signals, or the 
circumvention of the trigger points used by analysts. 
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