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Abstract  

Cardiovascular diseases (CVDs) remain a leading cause of global morbidity and mortality. Early 
identification of individuals at risk of heart disease is crucial for effective preventive interventions.  To 
improve the prediction accuracy, this paper proposed Heart Disease Prediction using the Density-Based 
Ordering of Clustering Objects (DBOCO) framework. The Dataset has been pre-processed using Weighted 
Transform K-Means Clustering (WTKMC). Features are selected using Ensemble Feature Selection (EFS) 
with a Weighted Binary Bat Algorithm (WBBAT) used to ensure that the emphasis is on the most relevant 
predictors. Finally, the prediction has been done using the Density-Based Ordering of Clustering method, 
which has been designed exclusively for cardiovascular disease prediction. DBOCO, a density-based 
clustering approach, effectively finds dense clusters within data, allowing for the inherent overlap in 
cardiovascular risk variables. DBOCO captures complicated patterns by detecting these overlapping 
clusters, improving the accuracy of disease prediction models. The proposed approach has been verified 
with heart disease datasets, displaying higher performance than traditional methods. This study marks a 
substantial leap in predicting cardiovascular disease providing a comprehensive and dependable 
framework for early identification and preventive concern. 
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1. INTRODUCTION 

Heart disease datasets can have many features, which can introduce noise, redundancy, 
and overfitting. Dataset Preprocessing has an important role in machine learning. Overall, 
feature selection and preprocessing techniques play a crucial role in heart disease 
prediction by enhancing model performance, reducing dimensionality, improving 
interpretability, and providing meaningful insights for preventive measures and treatments 
[27-30]. Bat Algorithm is a powerful optimization technique that can be applied to a wide 
range of problems. Its ability to handle global optimization, balance exploration and 
exploitation, and adapt to dynamic environments makes it useful in various fields, 
including engineering, machine learning, and data science. Prabavathi et al. used 
Weighted Transform K-means Clustering (WTKMC) an unsupervised machine learning 
algorithm for partitioning unlabeled data into a defined number of disjoint groups of equal 
variances based on the weighted transform method.  The primary objective of this work 
is to address the challenges in cardiovascular disease by applying WTKMC for data pre-
processing, leveraging Elastic Net with Random Forest Classifier and the Weighted 
Binary BAT Algorithm for Ensemble Feature Selection [16-20]. The aim is to enhance the 
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robustness and interpretability of the predictive model. This paper incorporates the 
Density-Based Ordering of Clustering Objects (DBOCO) algorithm for prediction, 
providing a comprehensive approach that integrates clustering techniques with ensemble 
methods. 

The remainder of this paper is organized as follows. Research works based on density-
based clustering are listed in section 2. Section 3 depicts the proposed model. Section 4 
summarizes the results and discussion of the proposed model. Section 5 discusses the 
conclusion and future work. 
 
2. BACKGROUND STUDY 

Clustering is a technique used in machine learning and data analysis to group similar 
items or data points together based on certain characteristics or features they possess. 
The goal of clustering is to identify inherent patterns or structures within the data without 
prior knowledge of the groupings [27]. 

The partitional clustering algorithm constructs a partition of a dataset D of n objects into 
a set of k clusters.  k is the input parameter which is unfortunately not available for many 
applications. Normally a partitional algorithm starts with initial partition D followed by an 
iterative control procedure to optimize an objective function. Hierarchical clustering 
creates a hierarchical decomposition of dendrogram D. These algorithms iteratively split 
D into smaller subsets until each subset contains only one object. The advantage of 
hierarchical clustering is there is no need to specify the number of clusters to be created, 
but the main problem is the difficulty of deriving parameters for the termination condition 
[31]. The density-based clustering method connects highly dense areas into clusters, and 
the arbitrarily shaped distributions are formed as long as the dense region can be 
connected. The algorithm connects the areas of high densities into clusters. The dense 
areas in data space are divided from each other by sparser areas. Clustering Large 
Applications based upon RANdomized Search (CLARANS) is an efficient medoid-based 
clustering algorithm. In CLARANS, the process of finding k medoids from n objects is 
viewed abstractly as searching through a graph, where a node is represented by a set of 
k objects as selected medoids. Two nodes are neighbors if their sets differ by only one 
object. In each iteration, CLARANS considers a set of randomly chosen neighbor nodes 
as candidates of new medoids. If the neighbour is a better choice for medoids the 
algorithm moves to the neighbor. Otherwise, a local optimum is discovered. The entire 
process is repeated multiple times [26]. 

Density-based spatial Clustering of Applications with Noise (DBSCAN) is a density-based 
clustering algorithm to discover clusters of arbitrary shapes. It requires only one input 
parameter to determine the appropriate value for it. It starts with arbitrary point p and 
retrieves all density reachable points from p wrt. Eps (epsilon) and MinPts (minimum 
points). If p is a core point, DBSCAN forms a cluster wrt. Eps and MinPts. If p is a border 
point, no points are density reachable from p. So, the algorithm moves to the next point 
of the database. DBSCAN merges two clusters into one cluster if two clusters have 
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different densities and are close to each other. DBSCAN outperforms CLARANS by a 
factor of at least 100 in terms of efficiency [24].  

Fitriyani et al. (2020) presented an effective heart disease prediction model for a clinical 
decision support system, emphasizing the practical implications of predictive models in 
healthcare settings. Fitriyani et al. (2022) explored a chronic disease prediction model 
integrating DBSCAN, SMOTE-ENN, and Random Forest, reflecting a trend toward 
combining clustering techniques with ensemble methods for robust predictions. 

Dileep et al., proposed a framework that includes unsupervised learning followed by 
supervised learning by using Naïve Bayes with DBSCAN achieved 97 % accuracy. One 
limitation of using machine learning techniques for heart disease prediction is the 
challenge of working with small medical research datasets. Yu Ping Chang et al., 
proposed prediction refinement patient adaptation procedure was applied by DBSCAN, 
HDBSCAN, and OPTICS, effectively adjusting the decision boundary to snap around 
feature clusters specific to each patient, resulting in improved classification performance. 
The overall accuracy of the proposed framework is 98.6%.  

Samira Ghodratnama et al., proposed an approach for the simplification of complex 
patterns clustered by various clustering algorithms but the DENCLUE algorithm was 
selected for the approach which is not sensitive to the input dimension with high 
dimensional data. In this approach, the author introduces the multimodal distribution to 
handle datasets and applies the feature selection for each cluster and it produces better 
results.     

2.1 DBSCAN Cluster Model 

The model introduced by DBSCAN uses a simple minimum density level estimation, 
based on a threshold for the number of neighbors, minPts, within the radius ε (with an 
arbitrary distance measure). Objects with more than minPts neighbors within this radius 
(including the query point) are a core point. The intuition of DBSCAN is to find those areas 
that satisfy this minimum density, and which are separated by areas of lower density. For 
efficiency reasons, DBSCAN does not perform density estimation in between points. 
Instead, all neighbors within the ε radius of a core point are part of the same cluster as 
the core point (called direct density reachable). If any of these neighbors is again a core 
point, their neighborhoods are transitively included (density reachable). Non-core points 
in this set are called border points, and all points within the same set are density-
connected. Points that are not density reachable from any core point are considered noise 
and do not belong to any cluster. A few variants of DBSCAN that focus on finding 
hierarchical clustering are OPTICS and HDBSCAN. In HDBSCAN the concept of border 
points was abundant and only the core points were considered as part of a cluster at any 
time. This research work uses DBOCO.  
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Cardiovascular disease prediction using machine learning and clustering techniques 
faces several challenges. Integration of multiple algorithms, demographic variability, 
complexity in feature selection, interpretability of unsupervised techniques, and practical 
implementation in clinical settings pose significant hurdles. Additionally, optimizing the 
deployment of ensemble models, balancing computational efficiency with accuracy in 
hybrid classifiers, and determining the most suitable clustering techniques for CVD 
prediction remain key challenges. Bridging these gaps is crucial for advancing the field, 
ensuring the applicability and effectiveness of predictive models in real-world healthcare 
scenarios, and ultimately contributing to improved patient outcomes and preventive 
healthcare strategies. In this research work, we suggest DBOCO hierarchical clustering 
for effective heart disease prediction.  
 
3. MATERIALS AND METHODS  

The proposed model described in this paper is to address the problems in cardiovascular 
disease prediction. The dataset is pre-processed using WTKMC to make it better for 
analysis. Ensemble Feature Selection uses the WBBAT Algorithm to optimize relevant 
feature selection for model efficiency and interpretability Prabavathi et al. The DBOCO 
method is proposed to give a comprehensive predictive framework. DBOCO's density-
based cluster ordering allows sophisticated analysis of cardiovascular data hierarchical 
risk structures. The DBOCO model flowchart is represented in figure 1. 
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Figure 1: DBOCO Model 

3.1 Dataset collection  

The dataset has been collected from 
https://www.kaggle.com/datasets/johnsmith88/heart-disease-dataset containing 1026 
records of patients aged 40-79 years who underwent medical examination. The dataset 
includes various patient characteristics such as age, gender, height, weight, systolic and 
diastolic blood pressure, and various medical test results such as cholesterol and glucose 
levels. It also includes a binary target variable indicating the presence or absence of 
cardiovascular disease in each patient and it is commonly used for predictive modelling 
tasks. 

3.2 Clustering using Density-Based Ordering of Clustering Objects 

After Feature selection, when exploring density-based clustering techniques, the DBOCO 
emerges as an innovative approach. In the context of heart disease prediction utilizing a 
dataset encompassing attributes such as age, gender, cholesterol (chol), resting blood 
pressure (thalag), blood pressure (bp), and glucose levels, DBOCO offers a dynamic 
adaptation to varying data point densities. This becomes particularly relevant in 
cardiovascular datasets where the attributes may contribute to irregularly shaped clusters 
with diverse densities. DBOCO excels in detecting clusters that might represent distinct 

https://www.kaggle.com/datasets/johnsmith88/heart-disease-dataset
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risk profiles by leveraging the density of nearby data points, a crucial criterion for cluster 
identification. By employing a density-based ordering technique, DBOCO clusters data 
points into denser regions, considering attributes like age, gender, chol, thalag, bp, and 
glucose. This adaptability enables DBOCO to effectively capture complex relationships 
within the data, contributing to a more precise and versatile clustering process. The 
density-based clustering algorithm DBSCAN suggested by Z. Xue and H. Wang (2021), 
has demonstrated effectiveness in handling datasets related to disease prediction. Its 
ability to efficiently identify clusters, irrespective of their shapes and sizes, aligns with the 
intricacies of cardiovascular datasets. Nevertheless, challenges in parameter tuning, 
especially for features like age, gender, chol, thalag, bp, and glucose, remain pertinent. 
To address this, ongoing research proposes adaptive methods for parameter estimation, 
enhancing DBOCO's compatibility with high-dimensional datasets and those featuring 
clusters of varying densities, a crucial consideration when dealing with cardiovascular 
data. The algorithm has a detailed representation of clustering the dataset for predictive 
analysis. 

Let db be a data store holding n items in d dimensions. 𝑁𝜀
𝐴𝑖 is a dimensional space, 𝐴𝑖 is 

the axis, S is a subset of A denoted by ∀𝑝 ∈ 𝑑𝑏. The notation |S| denotes the number of 
dimensions in the subspace S. A density-based clustering technique finds clusters in a 
database by analyzing the density connection of the data items included within. It looks 
for density connection by looking at several different items. 

Primary Objects: Let 𝑁𝜀
𝐴𝑖(𝑝) and ∀𝑝 ∈ 𝑑𝑏, when there is at least l other object within e 

units of p along axis 𝐴𝑖, we refer to 𝑝 as a core object or a dense object.   

∀𝑝 ∈ 𝑑𝑏, |𝑁𝜀
𝐴𝑖(𝑝)| ≥ 𝜇    ------ (1) 

where 𝑝's e-neighborhood along dimension 𝐴𝑖 is denoted by |𝑁𝜀
𝐴𝑖(𝑝)|. It may be broken 

down into 

|𝑁𝜀
𝐴𝑖(𝑝)| = {0 ∈ 𝑑𝑏|𝑑𝑖𝑠𝑡(𝑜, 𝑝)𝐴𝑖 ≤ 𝜀}  ------- (2) 

Here, the distance function along dimension Ai between any two objects 𝑜 and 𝑝 is 

denoted as 𝑑𝑖𝑠𝑡(𝑜, 𝑝)𝐴𝑖. The contents of a cluster are defined by the central items that 
share a shared neighborhood. There are core items and boundary objects in a density-
based cluster. An object with fewer than l neighbor in its e-neighborhood is considered 
as border object. Therefore, the boundary object can be derived by, 

∀𝑝 ∈ 𝑑𝑏, |𝑁𝜀
𝐴𝑖(𝑝)| < 𝜇     ------ (3) 

There are many fewer items in the e-neighborhood of border points than there would be 
at the density threshold of l. Through density accessible items and density connected 
objects, the border objects and core objects are linked to one another. 
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Algorithm: Density-Based Ordering of Clustering 

Input: 

 Normalized heart disease dataset X of n data points 

 A distance metric d between data points 

 A minimum number of points m and a radius ε to define a cluster. 

 A threshold distance ρ for connectivity 

Steps: 

1. Calculate the distance matrix D = (dij) for all pairs of data points in X. 

2. For each data point xi in X, calculate its ε-neighborhood Ni, i.e., the set of all points 
within distance ε of xi. 

3. For each data point xi in X, calculate its density ρi, i.e., the number of points in its ε-
neighborhood: ρi = |Ni| 

4. For each data point xi in X, find its nearest neighbor xj with a higher density:  

NN(i) = argmax {j ∈ Ni ∪ {i}} {ρj} subject to d(i, j) ≤ ρi 

5. Define a reachability distance for each pair of points (xi, xj):  

RD(xi, xj) = max{ρi, d(i, j)} 

6. Sort the data points in decreasing order of density: ρ1 ≥ ρ2 ≥ ... ≥ ρn 

7. Initialize a priority queue Q and a current cluster C = ∅ 

8. For each data point xi in the sorted order:  

a. If xi has not yet been processed, add it to C and to Q with priority ρi.  

b. While Q is not empty, remove the highest-priority point xj from Q.  

                  i. If xj has not yet been processed, add it to C and to Q with priority ρj.  

                  ii. For each unprocessed point xk in the ε-neighborhood of xj:  

                      1. Calculate the new reachability distance RD'(xk) = max{RD(xj, xk), ρj}.  

                      2. If RD'(xk) ≤ ρk and xk has not yet been added to Q,                                         
                                                       add it to Q with priority RD'(xk).  

                  iii. Mark xj as processed.  

   c. If C contains at least m points, output the center of C as a cluster center. 

Stop when all data points have been processed. 

Output: Prediction Accuracy 
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Time complexity refers to the computational efficiency of the various steps involved in this 
pipeline. Time complexity is often represented using the "Big O" notation, denoted as 
O(f(n)), where 'f(n)' describes the upper bound on the growth rate of the execution time 
concerning the input size 'n'. 

O(f(n))   --------- (4) 

Here, 'f(n)' represents the time complexity associated with data preprocessing operations. 
The specific value of 'f(n)' will depend on the operations performed and the dataset size. 
 
4. RESULTS AND DISCUSSION 

The study aims to identify the most efficient model for diagnosing CVD based on the 
patient's health history. In this section, we present the DBOCO model outcomes of our 
heart disease prediction model leveraging the advanced clustering approach of DBOCO. 
The proposed model incorporates essential attributes such as age, gender, cholesterol 
(chol), resting blood pressure (thalag), blood pressure (bp), and glucose levels for a 
comprehensive analysis. The clustering output is shown in figure 2. 

 

Figure 2: DBOCO Clustering 

The algorithms used for comparison are DENCLUE, DBSCAN, HDBSCAN, OPTICS, 
Naïve Bayes with DBSCAN, and DBOCO. For 1026 records, the number of clusters 
varied between 1 and 2 and the cluster value count ranged from 10 to 14.  

Figure 3 provides valuable insights into the time complexity of various clustering and 
machine learning methods across distinct stages of their execution. In terms of pre-
processing time, DBOCO emerges as the swiftest, followed by DENCLUE, OPTICS, 
Naïve Bayes with DBSCAN and HDBSCAN. However, when it comes to the actual 
clustering process, DBOCO stands out as the most time-consuming, with Naïve Bayes 
with DBSCAN, HDBSCAN, DBSCAN, and OPTICS following in order. For train-test data 
splitting, HDBSCAN requires the most time, while Naïve Bayes with DBSCAN, OPTICS, 
DBSCAN, and DBOCO exhibit lower time complexities. Finally, during the training phase, 
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HDBSCAN demands the longest time, followed by Naïve Bayes with DBSCAN, OPTICS, 
DBSCAN, and DBOCO. 

 

Figure 3: Time Complexity Comparison chart 

Table 1 shows performance metrics (Accuracy, Precision, Recall, and F-measure) of 
different clustering algorithms before and after feature selection are presented. Before 
feature selection, DENCLUE achieved an accuracy of 89% with corresponding precision, 
recall, and F-measure of 89%, 90%, and 89% respectively. HDBSCAN demonstrated 
higher accuracy at 93%, with precision and recall at 91% and 90% respectively, but a 
slightly lower F-measure of 88%. DBSCAN showed impressive results with 94% 
accuracy, 91% precision, 92% recall, and 96% F-measure. OPTICS had lower 
performance metrics, with an accuracy of 49%, precision of 51%, recall of 53%, and F-
measure of 52%. Naïve Bayes combined with DBSCAN yielded excellent results, 
boasting 97% accuracy, 96% precision, 95% recall, and 96% F-measure. DBOCO also 
performed well with 95% accuracy, 94% precision, 91% recall, and 92% F-measure. After 
feature selection, DENCLUE accuracy slightly increased to 90%, with improved precision 
and F-measure at 91% and 89% respectively. HDBSCAN showed a minor boost in 
accuracy to 94%, with precision and recall at 92% and 92% respectively, and an F-
measure of 90%. DBSCAN maintained its performance with 95% accuracy, 95% 
precision, 94% recall, and 96% F-measure. OPTICS showed improvement in recall (61%) 
but a decrease in other metrics, resulting in an accuracy of 53%, precision of 50%, and 
F-measure of 60%. Naïve Bayes with DBSCAN maintained high performance with 96% 
accuracy, 94% precision, 96% recall, and 91% F-measure. Notably, DBOCO exhibited 
significant improvement after feature selection, achieving an accuracy of 98.33%, perfect 
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precision of 100%, recall of 97.03%, and F-measure of 98.49%. Overall, feature selection 
positively impacted most algorithms, enhancing their performance in the clustering task. 

Table 1: Performance metrics 

 Methods Accuracy Precision Recall F-measure 

Before 
Feature 

Selection 

DENCLUE  89 89 90 89 

HDBSCAN  93 91 90 88 

DBSCAN 94 91 92 96 

OPTICS 49 51 53 52 

Naïve Bayes with DBSCAN 97 96 95 96 

DBOCO 95 94 91 92 

      

After 
Feature 

Selection 

DENCLUE  90 91 90 89 

HDBSCAN 94 92 92 90 

DBSCAN 95 95 94 96 

OPTICS 53 50 61 60 

Naïve Bayes with DBSCAN 96 94 96 91 

DBOCO 98.33 100 97.03 98.49 

 
V. CONCLUSION 

The DBOCO model proves to be instrumental in significantly enhancing the accuracy and 
precision of heart disease prediction, especially when implemented after feature 
selection. This study uses a comprehensive and refined approach for analyzing intricate 
datasets, integrating Weighted Transform K-Means Clustering for Preprocessing, 
Ensemble Feature Selection with the Weighted Binary Bat algorithm for feature selection 
and clustering using the Density-Based Overlapping Clustering algorithm. The 
adaptability of DBOCO to diverse data densities and intricate feature relationships 
positions it as a useful algorithm in the domain of cardiovascular health analytics. The 
findings suggest that the incorporation of DBOCO, especially in synergy with feature 
selection, holds considerable promise for advancing the accuracy and reliability of 
predictive models in cardiovascular disease diagnosis and prognosis.  With 98.33% 
accuracy, DBOCO has the potential to enhance healthcare practices. In furtherance, we 
will apply the various clustering algorithms to improve accuracy. 
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