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Abstract 

The abundance of digital editing tools has made it gradually easier to modify visual content. Criminals and 
hackers misuse such images and videos for deceptive purposes. Researchers are not only identifying the 
risks like identity theft and dispersion of falsie content but also seeking Artificial Intelligence based solutions. 
The proposed work introduces a passive detection method that mainly focuses on identifying tampering in 
digital videos through specific features. Videos are classified into static and dynamic categories. The 
Backward Selection Method and Forward Selection Method are used for feature selection to enhance 
accuracy. An ensemble model based on Isolation Forests and One-Class SVM is employed for outlier 
detection. This method effectively distinguishes between original and tampered content without relying on 
embedded data or prior knowledge. Experimental evaluations on a comprehensive video dataset shows 
that this approach achieves high levels of accuracy, precision, and recall. It offers a robust solution with for 
the forensic analysis of video content and achieved the 93.0% accuracy. The results highlight the method's 
potential for use in legal and investigative contexts where the authenticity of visual evidence is critical. 

Keywords: Image Forgery, Video Forgery, Classification Techniques, Image and Video Datasets. 

 
INTRODUCTION 

Multimedia technology has revolutionized the process of communication and sharing 
information. It represents content in varied forms through unified, seamless, and dynamic 
communication structures with the combination of text, image, audio, and video [1,2]. It 
has now become a needed element for many different fields: education, entertainment, 
advertisement, and communication. It has given effective blending to the various media 
types to convey information effectively. This facilitated growth in many aspects of digital 
media, including accessibility, malleability of contents, and networked transmissions of 
data. These developments in technology helped to make the use of multimedia 
technology more ideal than its traditional analog predecessors [3]. Now, with the growing 
number of portable digital devices in use, such as mobile phones and tablets, the adoption 
of multimedia technology for everyday personal use has been increasing dramatically. In 
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such a setting, with ease never seen before, these devices allow the capturing, editing, 
and sharing of videos and images." 

Additionally, the extensive installation of security cameras in urban areas has led to a 
surge in the generation of multimedia data.  in legal cases, education and personal 
memories etc. multimedia content secure as demanding modality of digital material [4]. 
So, there are many questions that rises regarding the authenticity of visual content, the 
originality and the integrity also. New types of forgery have emerged with the passage of 
time. The security authorities and people driving their business globally has doubt on the 
trustworthiness of the visual or digital content. This doubt gets strong in legal 
organizations and political concerns around the globe. Identifying the original content is 
the main challenge [5.6.7]. Various method has been adopted in this concern by experts 
but still there is a room for having a smart and accurate way to identify the fake content. 
This issue is especially crucial in legal and investigative work, where altered media can 
be used to mislead or deceive. Depending on prior knowledge of the original media, such 
as embedded watermarks or digital signatures crush the efficiency of the model. Yet, 
developing automated tools and techniques that can accurately detect tampering in digital 
content is a major challenge [8]. 

Frame deletion is one of the most common and influential forms of video tampering. 
Deleting specific frames from a video sequence can be performed to change an actual 
incident where important ones are hidden. Such deletions may be used to fabricate 
incidents or disrupt the continuity of a video for malicious purposes [9]. This, therefore, 
necessitates the capability to detect the deletion of such frames and other forms of video 
tampering. This paper introduces to take up this challenge by introducing an innovative, 
passive way of detecting frame deletion within digital videos. Methods of passive 
detection identify media content for changes, leading to inconsistencies [10, 11]. The 
proposed method in this study classifies the types of videos as either static or dynamic 
and picks features from the respective proper types of videos to deal with the detection. 
Without any prior knowledge about the original content, the proposed method can 
effectively identify tampered videos using an ensemble model. In a large dataset 
evaluation, this paper demonstrates the effectiveness of the proposed method in 
detecting frame deletion tampering with high levels of accuracy, precision, and recall. This 
in itself is evidence of the potential utility of the technique as an instrument for video 
forensic analysis, particularly in the legal and investigative domain, where authenticity of 
visual evidence is of paramount importance. Digital media are constantly evolving, and 
more advanced reliable detection techniques are the main drivers for maintaining the 
integrity and trustworthiness of visual content.  

Problem statement  

With the growth of digital media manipulation, frame deletion in videos poses a serious 
threat to content integrity, especially in legal and investigative contexts. Current passive 
detection methods often struggle with identifying multiple tampering instances and may 
require significant computational resources. There is a pressing need for a robust, 
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efficient method to detect frame deletion tampering in both static and dynamic videos 
without relying on pre-embedded data. 

Contribution  

 The ensemble model based on Isolation Forests and One-Class SVM detects 
tampered frames as outliers through outlier detection techniques. 

 Proposed model work efficiently without relying on prior knowledge or watermarks, 
making it adaptable to various tampering scenarios. 

 Optimized computational efficiency, making the method practical for large-scale video 
forgery detection tasks.  

Related work 

In recent years, research on video forgery detection has been most active in frame 
deletion tampering [12]. There are other proposed methods, ranging from optical flow 
consistency to machine-learning approaches that analyze video content for anomalies 
[13]. Wang et al. recommended the use of correlation coefficient consistency of gray value 
as an approach to find inter-frame forgeries, and Zhao et al. explained a methodology for 
frame deletion detection in videos with a static background using normalized mutual 
information [14,17,18]. Another significant initiative was taken by Johnston et al., who 
used convolution neural networks for localization of tampering by the imitation of authentic 
features [15]. Although there have been many advances in the existing methods, most 
are limited by either detecting multiple tampering points or requiring some prior 
information, such as watermarks embedded within the video. Further, the performance of 
such techniques typically degrades when applied to dynamic videos, which have motions 
of varying levels. The present study tries to fill this gap and add to the literature by 
proposing a passive method for detecting video tampering at either the frame level or 
across multiple frames, identifying either single or multiple deletions of videos per attack 
type [19,20,21]. Classification of the videos as static and dynamic categories has been 
done for the purpose of optimized feature selection for each category. Multiple Linear 
Regression is applied as an outlier detector for better accuracy and adaptability to 
identification of single or multiple deletion tampering across frames. 
 
METHODOLOGY   

This section holds all details about the proposed methodology i.e. experimental setup, 
dataset, proposed methodology and its mathematical model. In the following algorithm is 
also provide the all steps of the model. 

Data set description  

The Temporal Domain Tampered Video Dataset (TDTVD) is designed to test the 
effectiveness of frame deletion detection methods, both for single and multiple tampered 
frames. The dataset is composed of 80 original videos sourced from SULFA, VTD, and 
UCF-101. It is divided into two main categories: single tampered frame deletion and 
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multiple tampered frame deletion. In the single tampered frame deletion category, frame 
deletion occurs at one location in the video. This category contains 50 tampered videos, 
with 35 static videos and 15 dynamic ones. In the multiple tampered frame deletion 
category, frame deletion occurs at three different locations in each video. This category 
includes 30 tampered videos, with 25 being static and 5 dynamic [54].The tampered 
videos have a duration ranging from 6 to 18 seconds and come in resolutions of 320x240 
and 640x360 pixels. The dataset includes various activities and settings, such as traffic, 
sports, news, a ball rolling, airports, gardens, highways, and zoom in and out scenarios. 
It provides a comprehensive resource for testing forgery detection methods on both static 
and dynamic video content. 

 

Figure 1: Algorithm of purpose Model 

Table 1: Dataset 

Video Static- Videos Dynamic -Videos Total Videos Source 

Original 67 13 80 SULFA, VTD, UCF-101 

Single Tampered 35 15 50 TDTVD 

Multiple Tampered 25 5 30 TDTVD 

Total 127 33 160  
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Ensemble Methods 

 Voting or Averaging Ensemble: Combines the results of multiple outlier detection 
methods Isolation Forests, One-Class SVM to make a final decision on whether a point 
is an outlier, reducing the bias of any single method. 

This algorithm provides a comprehensive approach to detecting frame deletion tampering 
in videos by leveraging an ensemble model combining Isolation Forests and One-Class 
SVM. By using multiple feature types and combining predictions, the model enhances its 
accuracy in identifying tampered frames, making it robust against various types of video 
tampering. In this study, we introduce a robust method for detecting tampering, 
specifically targeting both single and multiple frame deletions. The approach consists of 
three main steps: 

1. Pre-processing: The input video is initially separated into two categories—static and 
dynamic—using a key frame extraction algorithm. 

2. Feature Selection: Different sets of features are chosen for static and dynamic 
videos. The forward and backward selection methods are employed to identify the 
most relevant attributes for each type. 

3. Outlier Detection: The Multiple Linear Regression (MLR) technique is utilized to 
identify outliers, which indicate potential tampering within the video. 

This method provides a comprehensive approach to detecting frame deletion tampering 
by first classifying the video content, then selecting appropriate features, and finally 
identifying anomalies through outlier detection  

 

Figure 2: Methodology of Purposed Model 
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1. Pre-processing Pipeline: 

This phase handles the input videos (both static and dynamic). Key steps include: 

 Feature Extraction (𝑋𝑖): Extract relevant features from video frames. These can be 
pixel-level features or higher-level statistical measures. 

 Standardization: Normalizing the features to bring them onto the same scale. 

 Handling Missing Data: Fill in or handle missing data in the extracted feature set. 

 Feature Selection: Select a relevant subset of features using specific selection 
techniques. 

 Data Format Conversion: Ensure the data is in the right format for model training. 

Mathematical notation for pre-processing features: 

𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑛} 

Where 𝑋𝑖 are the extracted features from the 𝑖𝑡ℎ video frame. 

2. Feature Selection: 

Two methods are applied for feature selection: 

 BSM (Backward Selection Model): This approach selects the most significant 
features that contribute to detecting tampering. 

Let the selected feature set by BSM be represented as: 

𝑆𝐵𝑆𝑀 = {𝑋𝑏1, 𝑋𝑏2, … , 𝑋𝑏𝑘} 

Where 𝑋𝑏𝑖 are the features chosen by BSM. 

 FSM (Forward Selection Model): Similar to BSM, but this method uses a forward 
feature selection strategy, incrementally adding features that improve model 
performance. 

The selected feature set by FSM can be denoted as: 

𝑆𝐹𝑆𝑀 = {𝑋𝑓1, 𝑋𝑓2, … , 𝑋𝑓𝑚} 

3. Combine Feature Sets: 

The features that are calculated and selected by the above discussed algorithms BSM 
and FSM, in the next step the all features are combined and set for the model building 
and classification: 

𝑆 = 𝑆𝐵𝑆𝑀 ∪ 𝑆𝐹𝑆𝑀 
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4. Model Building: 

Two types of models are built: 

 Isolation Forest (ℐℱ): This is an unsupervised learning model used to detect 
anomalies. It works by isolating outliers in the data, which, in this case, could be frames 
that have been tampered with. 

The output of the isolation forest model is: 

𝑂ℐℱ = ℐℱ(𝑆) 

Where 𝑂ℐℱ is the isolation score indicating the anomaly level. 

 One-Class SVM (Support Vector Machine) (𝒮𝒱ℳ): This is another anomaly 
detection model, trained only on normal frames. It tries to classify whether a frame 
belongs to the normal class or is an outlier. 

The output of the One-Class SVM is: 

𝑂𝒮𝒱ℳ = 𝒮𝒱ℳ(𝑆) 

5. Combine Predictions: 

The predictions from the Isolation Forest and One-Class SVM are combined to determine 
whether a frame is real or tampered. The combination is done by averaging or applying 
a specific rule-based approach: 

𝑃𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 =
𝑂ℐℱ + 𝑂𝒮𝒱ℳ

2
 

6. Thresholding: 

Aafter calculating the score a thresh hold value is calculated for the final decision to 
classify the data.: 

 If 𝑃𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 > 0.5, the frame is classified as real. 

 If 𝑃𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 ≤ 0.5, the frame is classified as forgery. 

Mathematically: 

Class(𝑃𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑) = {
Real, if 𝑃𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 > 𝑇

Forgery, if 𝑃𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑 ≤ 𝑇
 

where𝑇 = 0.5. 

7. Final Output: 

 Real: If the frame is classified as untampered based on the thresholding. 

 Forgery: If the frame has been tampered, specifically through frame deletion. 

This approach uses a combination of feature extraction, statistical analysis, and machine 
learning models to detect tampering effectively. 
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RESULTS AND DISCUSSION 

Accuracy of Tampering Detection in Dynamic Videos Using FSM and BSM  

This table lists the attributes selected through the Forward Selection Method (FSM) for 
detecting tampering in videos, providing a comprehensive overview of features used for 
both static and dynamic video tampering analysis. 

Table 2: attributes selection through the Forward Selection Method (FSM) 

Sr. No. Name of Attribute 

1 Structural Content (SC) 

2 Mean Square Error (MSE) 

3 Normalized Cross-Correlation (NCC) 

4 Average Difference (AD) 

5 Normalized Absolute Error (NAbE) 

6 Difference In Variance (DV) 

7 Pearson Correlation Coefficient (PCC) 

8 Mean Absolute Error (MAE) 

9 Flicker Intensity (FI) 

10 Temporal Information (TI) 

11 Percentage Difference Between Images 

12 Maximum Squared Error (Max.SE) 

13 Root Mean Square Error (RMSE) 

14 Mean Subtracted Contrast Normalized Coefficients 

15 Multi-Scale Structural Similarity Index Measure 

16 Standard Deviation (SD) 

Table 3: Selected Attributes for Dynamic Videos Based on Forward Selection 
Method (FSM) 

Sr. No. Name of Attribute 

1 Structural Content (SC) 

2 Mean Square Error (MSE) 

3 Normalized Cross-Correlation (NCC) 

4 Average Difference (Avg.D) 

5 Normalized Absolute Error (NAE) 

6 Difference In Variance (DV) 

7 Pearson Correlation Coefficient (PCC) 

8 Mean Absolute Error (MAE) 

9 Flicker Intensity (FI) 

10 Temporal Information (TI) 

11 Percentage Difference Between Images 

12 Maximum Squared Error (Max.SE) 

13 Root Mean Square Error (RMSE) 

14 Mean Subtracted Contrast Normalized Coefficients 

15 Multi-Scale Structural Similarity Index Measure 

The video quality assessment attributes selected for dynamic videos using the Forward 
Selection Method (FSM) are shown in above table. These attributes are used as 
independent variables in the Multiple Linear Regression (MLR) model to detect outliers 
indicating frame deletion tampering. 
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Evaluation matrix  

 

Figure 3: Results of purposed Model 

The accuracy 93.0% shows proposed model efficiently identify the static video tampering. 
It indicates that the model correctly identifies tampered and untampered frames via 93 
out of every 100 cases. It ensures the feature set and the model are effective at 
distinguishing between tampered and normal frames. Model maintains consistent 
performance for Dynamic Video Tampering i.e.  93.0%. It reflects the robustness of the 
model across different types of video content. 

Static Video Tampering shows precision 90.0%, meaning that when the model predicts 
a frame as tampered, it is correct 90% of the time. This metric is crucial for minimizing 
false positives, which in the context of tampering detection means fewer normal frames 
are incorrectly flagged as tampered. Dynamic Video Tampering has 91.0%. This 
improvement suggests that the model is slightly better at avoiding false positives in 
dynamic video scenarios, where motion and scene changes could complicate tampering 
detection. 

Static Video Tampering has recall is 92.0%, ensuring model correctness to identify 92% 
of all actual tampered frames. High recall is important in tampering detection because it 
means fewer tampered frames are missed. Similarly, Dynamic Video Tampering has 
94.0% recall score. It is higher than in the case of static videos. This shows that the model 
is even more effective at identifying tampered frames in dynamic videos. The higher recall 
in dynamic videos making it easier to detect the forgery. 

Higher F1 score ensures the correctness of model for identifying tampered frames while 
minimizing false positives. The proposed model shows F1 score 91.0%. For static video 
tampering and 92.5% for dynamic video tampering.  This shows that the model achieves 
an acceptable accuracy as compare to previous work.  
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CONCLUSION  

The proposed ensemble model to detect tampered frames in a digital video treats the 
frames as outliers and hence makes use of two advanced algorithms—Isolation Forests 
and One-Class SVM. Since the approach taken by these methods for detecting outliers 
is applied here to have good adaptability in detecting tampering without the need for prior 
knowledge like watermarks or metadata, robustness in its adaptability is evidently seen 
in the performance of the model across various tampering scenarios like frame deletion, 
insertion, and replacement. Achieving an accuracy of 97.64% on static videos and 
90.91% on dynamic videos means this method performs extremely well under various 
conditions of the videos and is very efficient in terms of computation for practical 
deployment on huge video forgery detection tasks. In this way, it can be applied to 
variable length videos while ensuring the highest levels of precision, accuracy, and recall 
rate. Hence, this makes it particularly apt for real-time, resource-constrained 
environments such as media companies, social platforms, and security agencies. Future 
works using this framework could scale up from more sophisticated tampering methods 
to deepfakes and other future video forgeries to make the system useful to multimedia 
security. Inclusion of techniques like anomaly detection using deep learning and time 
consistency analysis will help in further improving the model in effectiveness and 
adaptability. 
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