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Abstract 

Currently, Malaysia are facing the third wave of COVID-19. The number of new cases is very alarming 

because this disease can bring death to affected people. Government can take early precautions to 

prevent the spiking of COVID-19 new cases if this disease can be detected early. Therefore, forecasting 

the new cases in the future can help to alert the government on the rising of COVID-19 new cases. 

Besides that, the proven data analysis of COVID-19 can also be used to further convince the people 

about the potential threat that might occur innear future. Hence, the people will know that the actions 

taken is not solely based on assumption, which in current situation everyone is vulnerable and pressured 

mainly due to the economic status. This research is conducted to compare and discover the most suitable 

time series forecasting model that can be used to predict the new cases of COVID-19 in Malaysia. The 

models used are ARIMA, LSTM and Prophet. The result shows that ARIMA model with (2,1,1) setup 

produced the lowest MSE and RMSE errors which indicates that this model has the highest performance 

compared to other models.       
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Introduction 
 
Coronavirus Disease 2019 (COVID-19) is a contagious disease that has been widely 
spread throughout the world which was first identified around December 2019 in 
Wuhan, China. This disease was declared as a pandemic by the World Health 
Organization (WHO) on March 11, 2020 due to the number of cases increased is more 
than 118,000 that affected over 110 countries and 4,291 death[1][2]. Malaysia has no 
exception of being affected by the disease and currently are surviving through the third 
wave with 50390 of total confirmed positive cases as of November 18, 2020 [3].  
 

mailto:syafiq.alias@s.unikl.edu.my
mailto:norazlin@unikl.edu.my
mailto:zalhan@unikl.edu.my


Tianjin Daxue Xuebao (Ziran Kexue yu Gongcheng Jishu Ban)/ 
Journal of Tianjin University Science and Technology 
ISSN (Online): 0493-2137 
E-Publication: Online Open Access 
Vol:54 Issue:12:2021 
DOI 10.17605/OSF.IO/NM3K8 

 

Dec 2021| 429 

 

According to [4], the primary transmission of the disease is by person to person through 
infectious droplets that occurred during coughing or sneezing, personal contact such as 
shaking hands, or by touching contaminated surfaces. Since the development of drugs 
for COVID-19 is still under research to be proven effective [5], the current prevention 
that is recognized to be effective is social distancing. In [6], research shows that in 10 
countries that implement the social distancing, the numbers of daily confirmed cases 
and daily deaths displayed indications of decreasing in most of the countries after 1 to 4 
weeks. Even in Malaysia, after the government has enforced the Movement Control 
Order (MCO) in mid-March 2020, it hasreturned positive results as daily new infections 
did not spike, while the number of cured patients continued to grow[7].  
 
However, imposing MCO bring hefty drawbacks to the people. This is because their 
daily activity to generate income is restricted. Some of the people did not have enough 
saving to survive through the period. Although the government has given numerous of 
initiative to help the unfortunate people, they are still facing economic issues. Therefore, 
forecasting the new cases of COVID-19 in Malaysia is important to get early detection 
and alert on the potential increment in number of infected cases. After that, the 
government can implement suitable actions and precautions to prevent the spread of 
the disease.  
 
In artificial intelligent field, there are several of time series prediction algorithm that are 
proven to work well in forecasting the future data. According to [8], forecasting is a 
process of predicting something future by doing calculations from previous data. It can 
be concluded that the historical data is very valuable and important to predict the future. 
However, the current data for COVID-19 has still yet to reach 1 year of data. Therefore, 
the methods used for forecasting are very important to ensure that the results are 
reliable and accurate. This is because low accuracy of prediction might cause wrong 
conclusion and indirectly offers bad impact due to the actions taken as precaution later 
such as MCO is very costly to the people. This research will focus on finding suitable 
time series forecasting model to predict the number of new cases for COVID 19 in 
Malaysia. Selected models such as Autoregressive Moving Average (ARIMA), Long 
Short-Term Memory (LSTM) and Prophet will be used, and the performances of each 
model are compared to find out the appropriate model to be used in forecasting COVID-
19 cases. 
 
Related Works 
A. ARIMA 
One of the most popular prediction methods in time series prediction is called ARIMA 
model which was pioneered by Box and Jenkins[9]. Based on[10], this model has 92.1% 
accuracy which significantly outperforms the simple moving average method. This 
method has been implemented in many areas such as agriculture[11], price prediction 
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[12], etc. Although, the Seasonal ARIMA (SARIMA) can outperform the ARIMA model, 
there are studies conducted that shows ARIMA model can achieve higher accuracy 
than SARIMA and Early Aberration Reporting System (EARS) [13].Besides that, due to 
the limitation of data, the ARIMA model will fit nicely since it can work well within short 
time frame. 
 
ARIMA model can be divided into 3 categories which are the AR, Autoregression part 
which is used to do the prediction based on past values or lags, I is the Integrated part 
which is used to alter the data point to make the time series stationary and MA is the 
Moving Average which is almost similar as AR but depend on the error terms[14]. 
Generally, the notation for ARIMA model can be written as ARIMA (p, d, q). The 
parameters of p, d and q can be described as follows: 
 

 ‘p’is the number of previous value or lag to make the prediction. 

 ‘d’ isthe number of times to make the data stationary by differencing the data point. 

 ‘q’ isthe number of past error terms included in the model. 
 
B. LSTM 
Another common approach in forecasting time series is by using LSTM model. It is a 
branch of Recurrent Neural Network (RNN) [15]. The dropout element in LSTM can 
solve the problem of gradient disappearance and excessive gradient. As one of the 
deep learning category of algorithm, LSTM has performed slightly better compared to 
ARIMA in research made by [16]. However, the computation cost is very high. Based on 
the research, the training time for LSTM is almost 47 times longer compared to ARIMA 
model. LSTM is able to memorize time series in their cell unit. This cell unit holds three 
logic gates based on sigmoid neural network layer that are called input gate, output gate 
and forgetting gate in which data can chose either to passed or processed [17]. The 
Illustration of an LSTM memory cell is displayed in Figure 1. 
 

 
Figure 1: LSTM memory cell [18]. 
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C. Prophet 
Prophet is an open-source time series prediction model developed recently by 
Facebook’s Core Data Science[19]. It is available in Python and R which consists of its 
own special data frame to predict the time series easily. The two main columns in the 
data frame are called “ds” which stores the date time series and “y” which is used to 
store the corresponding value of the date time. According to [20], the advantages of 
Prophet are it is strong to missing data, capturing the shifts in the trend and large 
outliers. In [15], this model is described to has a good processing ability for predicting 
highly seasonal data with long-term non-stationary trends or for missing data. Besides 
that, it is also said by [21] that the model can be used to predict high quantity of 
abnormal and irregular data pattern in solving the problem of estimating the telecom 
systems with time series data. Other than that, [22] study also reveals that Prophet 
algorithm can deliver better result than ARIMA in his work of predicting the building 
power consumption. In general Prophet is an additive model that can be formulated as 
follow [19]: 
m(t) = n(t) + o(t) +p(t) + ϵ 
where 
n(t) is the trend(s) which foresees long-term increase or decrease in data. 
o(t) is the Fourier series with seasonality that indicatesthe effect of season related 
factor(s).  
p(t) is holidays or large event that have impacts on the time series. 
ϵ is the error term that is irreducible. 
 
Methodology 
 
In this research, 3 time series models which are known as ARIMA, LSTM and Prophet 
will be used to forecast the new cases of COVID-19 in Malaysia. All the experiment is 
conducted in Python using the Jupyter Notebook. The overview of this research 
methodology is shown in Figure 2. 
 

 
Figure 2: Overview of research methodology. 

 
Basically, the development of this research begins with the collection of data. The data 
is taken from WHO website [23]. This data comprises of daily cases of the new 
confirmed COVID-19 globally starting from January 3, 2020 to November 18, 2020. 
Although the data has 9 columns in total (Figure 3), the focus of this research is only on 
2 columns which are the “Date_reported” and the “New_cases” columns. The 
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“Date_reported” column is used to define the time series of the data and “New_cases” 
column is the output of the forecast. Besides that, the data is also filtered based on 
Country in whichMalaysia is the main interest in this research.  
 

 
Figure 3: Sample of the data for COVID-19 cases in excel format. 

 
In the pre-processing phase, the dataset will be checked for any missing values. After 
that, the data is split into training and testing data. All the rows that are available will be 
used as training data except for the last 30 days which is split to become the testing 
data.  
The training data is used to develop the models for forecasting while the testing data is 
separated to validate the accuracy of the forecast. After that, the prediction of 3 
forecasting models will be performed. Only ARIMA model is experimented with different 
configurations to further analyse on the performance of the model. The performance 
metric of the testing data for comparison that is used in this research is Mean Square 
Error (MSE) and Root Mean Square Error (RMSE) methods.  
 
Result and Discussion 
 
The general overview of the dataset is shown in Figure 4. Based on the figure, the 
number of new cases increase significantly around mid-September until end of the data. 
This will be very challenging for the model to successfully predict the forecast value of 
new cases. 
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Figure 4: General overview of COVID-19 new cases in Malaysia. 

 
Figure 5 displays the patterns of the data for new cases of COVID-19 in Malaysia. The 
common approach of analysing the pattern is by illustrating the Trend, Seasonality and 
Residual. This data shows small increment in Trend around mid-March and starts to 
drop at the end of June. However, the data shows a sudden spike in the number of new 
cases around mid-September until the last dated data. In terms of seasonality, it occurs 
regularly along the timeline. After the trend and seasonal is removed, the residuals 
represent the remaining data from the time series. Ideally, the smallest value of 
residuals is good for the models to achieve high performance in forecasting. 

 
Figure 5: Pattern of the data for COVID-19 new cases in Malaysia. 

 
After the models are trained, the results of each model in predicting the number of new 
cases are presented in Figure 6. The figure shows the overview of predicted number of 
new cases starting from October 20, 2020 until November 9, 2020. 
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Figure 6: The forecast values of the new cases using the 3 models against the real 

values. 
 
Each of the predicted number of new cases for the tested data in the last 30 days of the 
overall dataset is plotted in Figure 7. This figure will help in visualizing the performance 
of each models used in this research. Based on figure, most of the models is plotted 
around the correct value of number of new cases in blue line. Only Prophet that seems 
to predict the value lower than the real value of the new cases. Besides that, all the 
graph shows a steady increase of number of predicted new cases. However, the ARIMA 
(1,1,1) shows almost a constant line without any increment or drops in number of 
predicted new cases.  

 
Figure 7: The graph of forecast values of the new cases against the real values. 
 
The overall performance based on MSE value and RMSE value is tabulated in Table 1. 
It can be decided that the ARIMA model for (2,1,1) setup has achieved the best 
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performance among other models. This is because ARIMA model works well in 
predicting non-seasonal data with small amount of training data. ARIMA (2,1,1) has 
recorded the lowest value of MSE errors and RMSE errors in which the values are 
66331.53 and 257.55 respectively followed by ARIMA (1,1,1) and LSTM. The lowest 
performance is attained by Prophet model with MSE value of 277708.81 and almost 
double the RMSE errors value which is 526.98. Unless the exogenous variables are 
included and more data is recorded, the models like LSTM and Prophet might perform 
better. 
 
Table 1: The RMSE and MSE results based on the experimented models. 

Models RMSE Errors MSE Errors 

LSTM 328.067570 107628.330516 

Prophet 526.980845 277708.810945 

ARIMA111 257.801239 66461.478664 

ARIMA112 412.833655 170431.626668 

ARIMA211 257.549079 66331.528179 

ARIMA212 545.899559 298006.328888 

 
Conclusion 
 
In this paper, the performances of 3 time series forecasting models in predicting the 
number of COVID-19 new cases are presented. The result shows that ARIMA (2,1,1) 
has the lowest MSE errors and RMSE errors value compared to LSTM, Prophet and 
other ARIMA models configuration. Therefore, it can be summarized that ARIMA (2,1,1) 
works well with satisfying result in forecasting the number of new cases for COVID-19 in 
Malaysia. This model can work with limited amount of data and suitable to help the 
government predicting the new cases that might occur andthe necessary precaution 
actions. Besides that, the algorithm is also very simple and suitable for non-seasonality 
data.  
Implementing this model in forecasting the COVID-19 new cases will help the 
government in preparing for safety measures to prevent the disease from spreading. 
They can take actions not solely based on the assumption but to show the proven data 
analysis to further convince the people on the potential upcoming threat. During this 
period, everyone is not in stable condition. Thus, we need to take care of each other as 
the hash tag promoted by the government, #kitajagakita. 
 

In future works, this research will be conducted by including the exogenous variables 
such as the effect of MCO, holidays, etc. As proven, people activities will affect the 
social distancing that might spread the disease and give impact to the number of new 
cases. Implementing this study will also help to discover the influence of MCO in 
preventing this disease. 
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