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Abstract 

Currently, we are living in the era of big data, which is an innovative area of research and has been 
developing for a couple of decades. Due to the saturated situation in the market, telecommunication 
companies all over the world are trying to seek a competitive edge and to explore innovative and robust 
solutions for dealing with vulnerabilities of Big Data. It is a challenging task for them to dig deep into bulky 
data of customers, which may be in Tera Bytes or Pita Bytes, for extracting scientific insights to take 
decision for retaining its loyal customers in future. Therefore, it is essential for telecommunication 
companies to turn the bulky imbalanced dataset of customers into revenue. Because it is much expensive 
for the telecommunication companies to acquire more new customers rather than retaining the previous 
once. In this study, a novice robust and efficient fusion of data optimization techniques, based upon 
SMOTE, Ring-Theory and Particle Swarm Optimization, has hybridized with Heterogamous Ensemble 
Learning to deal with the data imbalance issue and to improve the overall performance of the customer 
churn prediction model. The proposed model has been named Optimized Customer Churn Prediction 
(OCCP) scored 0.940 Kappa Statistics, 0.0298 Mean Absolute Error, 0.173 Root Mean Square Error and 
0.97 Accuracy. It is required to explore more innovative fusions of optimization techniques to improve 
accuracy a little bit more.  

Index Terms: Particle Swarm Optimization, Synthetic Minority Oversampling Technique, Ring Theory, 
Ensemble Leaning, Churn Prediction, Forward Feature Selection, Decision Tree. 

 
1. INTRODUCTION 

Today, Telecommunication is one of the most rapidly growing business sectors, facing 
fierce competition due to saturated market and commercialism. This is the sector whose 
progress is directly proportional to customer’s satisfaction (Akter, 2022; Naz et al., 2021; 
Shahzad et al., 2021). Due to captivating offers from competitors, the loyal customers of 
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a telecommunication company get obsessed and switch to other companies. This 
situation is called customer churn (Andrews, 2019; Srinivasan et al., 2023). Proactively 
customer churn prediction can play a vital role to retain loyal customers of a telecom 
company and to turn the customers’ data into profit. Because, retention of loyal 
customer is less expensive than captivating new customers (Fareniuk et al., 2022; 
Saha, 2023). But unfortunately, imbalance nature of dataset is a hurdle on the way to 
prosperity for telecommunication companies.  

Owing to disproportionate ratio of samples, majority gets authority for minority class and 
results into biased predictions by classifiers (Bauder & Khoshgoftaar, 2018; Buda et al., 
2018; Leevy et al., 2018). So, due to imbalanced dataset, classifiers become uncertain 
and unreliable (Ebenuwa, 2018; Xu-Ying Liu, 2019 ). Hence, it is required to pay 
attention to control the imbalanced data issue. Thus, a lot of research has conducted to 
cope with it which can categorized into Classification Algorithm Level research and Data 
optimization level research (Aida Ali, 2015; Khoshgoftaar et al., 2007).   

The Figure 1 presents the major types of data optimization techniques, which are the 
hot topics of research now a day. In actual, data can be optimized by using various data 
resampling techniques, such as data under sampling and data over sampling, or by 
using the Feature selection techniques, which can be discussed under the umbrella 
term of data level class imbalance handling techniques. On contrary side, under the 
umbrella term of algorithm level class imbalance handling techniques, data can be 
optimized by using some cost sensitive algorithms or ensemble methods (Dunja 
Mladenić, 1999; Jason Van Hulse 2007; Malhotra, 2015; Yin et al., 2013; Zhaohui 
Zheng, 2014). Figure 2 reveals the function of data under-sampling and data 
oversampling techniques. 

 

Figure 1: Types of data optimization techniques 
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Figure 2: Function of Data Oversampling Techniques and Data Under-sampling 

This research work implicates an optimized strategy to handle imbalanced data 
distribution, which has named as, SMOTE based Ring Particle Swarm Optimization 
(SRPSO). The presented SRPSO technique has embedded in a customer churn 
prediction model, which has named as Optimized Customer Churn Prediction (OCCP) 
model. Optimized Customer Churn Prediction (OCCP) is a highly intelligent model with 
capability of behavioral pattern recognition from customer’s historical data to make 
churn prediction.  OCCP devised a fusion of various data optimization techniques, such 
as Forward Feature Selection (FFS) with Logistic Regression as learning parameter; 
Synthetic Minority Oversampling Technique (SMOTE) based Ring Particle Swarm 
Optimization (SRPSO) and Ensemble Learning with stacking. The key contribution of 
this Optimized Customer Churn Prediction (OCCP) model are as follows: 

1. The prediction accuracy has been improved by extracting valuable and correlated 
features in training dataset for making churn predictions. 

2. The Optimized Customer Churn Prediction (OCCP) possess the capability to reduce 
the size of data by using the Forward Feature Selection with Logistic Regression as 
learning parameter 

3. A fusion of SMOTE based Ring-Theory Particle Swarm Optimization (SRPSO) 
based upon Particle Swarm Optimization (PSO), Synthetic Minority Oversampling 
Technique (SMOTE) and RT- based Evolutionary algorithm (RTEA) has been used 
to strengthen and improve the process of feature selection by mitigating the 
demerits of SMOTE, PSO and RTEA  
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4. Heterogeneous Ensemble Learning (HEL) has been used with stacking, which 
contributed to improve the prediction performance, to improve the accuracy level of 
the prediction and assisted to make a robust model for churn prediction. Fusion of 
heterogeneous classification algorithms in Ensemble Learning (EL) performed 
better and improved the classification process than applying the single classifier. 

5. The Optimized Customer Churn Prediction (OCCP) makes the data analyzable, 
coherent, salable and reliable by controlling the issue of over sampling and under-
sampling.  

6. The model has been evaluated by using various evaluation metrics such as 
Sensitivity, specificity, Area under Curve (AUC), Confusion Matrix, accuracy, 
precision, recall and receiver operating characteristic curve (ROC).  

7. The Optimized Customer Churn Prediction (OCCP) model has the ability to identify 
factors behind increasing churn rate, so the Telecommunication Company become 
able to mitigate those issues in the bud to increase revenue. 

8. The Optimized Customer Churn Prediction (OCCP) model is able to categorize the 
customers according to their churn rate and behavior. 

 
2. REVIEW OF LITERATURE 

Table 1 presents the complete summary of Literature Review for this study. The whole 
literature has discussed under the 4 umbrella terms, such as Classification algorithms, 
Data Optimization Techniques, considered Dataset and Results. Table 1 reveals that a 
lot of research has conducted to find out the best classification algorithms and data 
optimization techniques. But still the existing research is unable to achieve its goals in 
terms of improved accuracy. Table 1 also presents the best classification and data 
optimization techniques combination till now.  

According to Table 1, Idris et al. (2012) achieved 0.7511 Area under Curve by 
hybridizing the effects of Ensemble Learning (EL), with Random Forest (RF) and K 
Nearest Neighbor (KNN), Particle Swarm Optimization (PSO), Principle Component 
Analysis (PCA), Minimum Redundancy and Maximum Relevancy (mRMR), Fisher’s 
Ratio and F sore. This combination of classification algorithm and optimization algorithm 
has evaluated over Orange dataset with 260 features and 50000 instances. Over the 
same Orange dataset and Cell2Cell dataset with 76 features and 40000 instances, 
Adnan Idris et al. (2012) achieved 0.89 Area Under Curve (AUC) by hybridizing the 
effects of Homogeneous Ensemble Learning (Hom.EL), with AdaBoost (AB) as weak 
classifier, and Genetic Programming (GP), for data optimization.  

In another model with aforementioned Orange and Cell2Cell dataset, Idris et al. (2013) 
achieved 0.699 Area under curve (AUC) by combining the effects of Ensmeble 
Learning, Random forest (RF), Rotation Forest (RotF), Rotation Boost (RotB), and 
Decorate as weak classifiers, and Minimum Redundancy and Maximum Relevancy 
(mRMR). Idris and Khan (2012) achieved 0.816 AUC score by combining the effects of 
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Ensemble Learning, with Rotation Boost (RotB) and Rotation Forest (RotF), with 
Principle Component Analysis (PCA), Fisher’s Ratio and F Score. In another model with 
aforementioned Orange and Cell2Cell dataset, Adnan Idris and Khan (2017) achieved 
0.85 and 0.82 Area Under Curve (AUC) on Orange and Cell2Cell dataset respectively, 
by combining the effects of Ensemble Learning, with RF, RotF, RotB and Support 
Vector Machine (SVM), with  PSO, mRMR, Genetic Programming (GP). Uzair Ahmed et 
al. (2019) achieved 75.4% and 68.2% accuracy on aforementioned Orange and 
Cell2Cell dataset, respectively, by applying CNN architectures and Ensemble Learning 
with Genetic Programming (GP) and AdaBoost (AB).  

Tianpei Xu (2021) scored 0.96% accuracy on Orange dataset with 20 features and 3333 
instances by combining the effect of Ensemble Learning, with Decision tree (DT), 
Extreme Gradient Boosting (XGB), Linear Regression (LR) and Naïve Bayes (NB), with 
Equi Distance technique. While Abinash Mishra (2017) scored 91.66% accuracy on the 
same aforemention Orange dataset by applying Homogeneous Ensemble Learning with 
Random Forest (RF). Amin et al. (2017) scored highest 77.27% accuracy on the same 
aforementioned dataset by combining the effects of Heterogeneous Ensemble Learning 
(Het.EL), with Support vector Machine (SVM), Neural Network (NN), Naïve Bayes (NB) 
and K Nearest Neighbor (KNN), Minimal redundancy maximal relevance (mRMR). 
While Revati M.Wahul (2023) achieved 0.9245 Area Under Curve on the same 
aforementioned dataset with Ensemble Learning (EL).  

Fakhar Bilal et al. (2022) achieved 92.43% and 94.7% accuracy on two datasets, 
Dataset1 and Dataset2, respectively, by applying the Ensemble Learning of 
Classification algorithms and clustering algorithms. Dataset 1 was based upon 20 
features and 5000 instances. While Dataset 2 was based upon 21 features and 3333 
instances. Mehpara Saghir (2019) achieved 80.8% accuracy on the same 
aforementioned dataset1 by applying Homogeneous Ensemble Learning (Hom.EL) with 
Neural Network and Bagging. 

Table 1: Review of Literature 

Reference Classification 
Data 

Optimization 
Techniques 

Dataset Results 

Idris et al. 
(2012) 

Ensemble Learning 
(RF, KNN) 

PSO, PCA, 
mRMR, Fisher’s 
Ratio, F sore  

Orange (260/50000) 0.7511 

Idris and Khan 
(2012) 

Ensemble Learning 
(RotB, RotF) 

PCA, Fisher’s 
Ratio, F Score 

Cell2Cell (76/40000) AUC = 0.816 

Adnan Idris et 
al. (2012) 

Ensemble Learning 
(AB) 

Genetic 
Programming 

Orange (260/50000), 
Cell2Cell (76/40000) 

AUC = 0.89 

Idris et al. 
(2013) 

Ensmeble Learning 
(RF, RotF,  RotB, 
Decorate) 

mRMR 
Orange (260/50000), 
Cell2Cell (76/40000) 

AUC = 0.699 

Tianpei Xu 
(2021) 

Ensemble Learning 
(DT, XGB, LR, NB) 

Equi Distance Orange (20/3333) 0.96% 
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Adnan Idris 
and Khan 
(2017) 

Ensemble Learning 
(RF, RotF, RotB 
and SVMs) 

PSO, mRMR, 
Genetic 
Algorithm) 

Orange (230/50000),  
Cell2Cell (77/40000) 

Orange 
(AUC = 
0.85), 
Cell2Cell 
(AUC = 0.82) 

Uzair Ahmed et 
al. (2019) 

CNN architectures,  
Ensemble Learning 
(GP, AB) 

- 
Orange (230/50000),  
Cell2Cell (77/40000) 

Orange = 
75.4%, 
Cell2Cell 
=68.2% 

Fakhar Bilal et 
al. (2022) 

Ensemble Learning 
(KNN, DT, GBT, 
RF, DL, NB)  and 
Clustering 
Algorithms (K-
Means, K-med, X-
M, RC) with 
stacking 

- 

Datast1 (Github – 
20/5000),  
Dataset2 (BigML – 
21/3333) 

Dataset1 = 
94.7% 
Dataset2 
=92.43% 

Abinash 
Mishra (2017) 

Ensemble Learning 
(RF),  

Not mentioned Orange (20/3333) 91.66 

Amin et al. 
(2017) 
 

Just-in-Time-
Approach (Het.EL, 
Hom.EL) – SVM, 
NN, NB, KNN 

Minimal 
redundancy 
maximal 
relevance 
(mRMR) 

Churn-in-Telecom 
(21/3333) 

Heterogeneo
us EL = 
77.27%,  
Homogeneo
us EL = 
59.24% 

Mehpara 
Saghir (2019) 

Ensemble Larning 
(NN + Bagging) 

Not Mentioned  
Churn Datase UCI 
(20/5000) 

 80.8% 

Revati M.Wahul 
(2023) 

Ensemble Learning 

Exploratory Data 
Analytics and 
Feature 
Engineering 

Orange (20 / 3333) 
AUC = 
0.9245 

 

3. MATERIAL AND METHOD 

In this section of the paper detailed procedure of Optimized Customer Churn Prediction 
(OCCP) model has presented. This section also provides details about the Orange 
dataset and the SMOTE based Ring-theory Particle Swarm Optimization (SRPSO) 
along with its algorithm and graphical representation. 

3.1 Imbalanced dataset 

A Kaggle’s Orange dataset of a telecommunication company was used to practice 
Optimized Customer Churn Prediction (OCCP) model. This dataset was consisting upon 
3333 instances and 20 features Abinash Mishra (2017); Amin et al. (2019); Amin et al. 
(2017); (Atallah M. AL-Shatnwai 2020); Brandusoiu and Toderean (2013); Fakhar Bilal 
et al. (2022); (Hemlata Jain, 2020a); Irfan Ullah et al. (2019); Tjeng Wawan Cenggoro et 
al. (2021); (L. Y. Zhou et al., 2019).  
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The division ratio of Orange dataset was (80:20) for training and testing dataset 
respectively. Figure 3 illustrates that the original data set was initially imbalanced and 
required to deal with imbalanced data issue. As minority class data samples are 
occurring below the red line.  

Figure 4 reveals that only (14.5%) samples are from minority class, denoted as “churn = 
1”, whereas the remaining 85.5% samples are owned by majority class, denoted as “not 
churn = 0”. So, it is essential to convert this imbalanced dataset into balanced.  

 

Figure 3: Imbalanced Dataset Visualization   Figure 4: Imbalanced Orange Dataset 

3.2 Optimized Customer Churn Prediction (OCCP)  

Optimized Customer Churn Prediction (OCCP) model has designed to fulfill the 
requirements of a Telecommunication company. That’s why, the proposed model has 
evaluated over Orange dataset, which is an opened source dataset of a 
telecommunication company, named as Orange, and available on Kaggle platform.  
Optimized Customer Churn Prediction (OCCP) possesses the capability to select the 
relevant features, to cope with the issue of data under sampling and oversampling. For 
this purpose, Forward Feature Selection, with Logistic Regression (LR) as learning 
algorithm, and Smote based Ring-theory Particle Swarm Optimization (SRPSO) has 
been introduced.  

The performance of the above mentioned techniques have evaluated through Ensemble 
Learning (EL) with stacking. Figure 5 shows the conceptual structure of Optimized 
Customer Churn Prediction (OCCP) model in detail for comprehension. Optimized 
Customer Churn Prediction (OCCP) based upon in 8 steps. The detail of all the phases 
is enlisted below. 
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3.3 Data preprocessing 

Data Preprocessing is a cumbersome and rigorous process owing to outlier, 
redundancy and missing values in data. This phase is mandatory to make sure the 
validity, uniqueness and reliability of the dataset (Fan et al., 2021; Joshi & Patel, 2021).  
This phase can be further based upon data cleaning process, data transformation 
process and feature selection process.  

Data cleaning process, also known as data auditing, is inevitable. Because, data of a 
telecommunication company is considered as a vital asset for its credibility to take 
fruitful decisions and to extract scientific insights, which gets spoiled due to data 
redundancy and inconsistency (Cohen et al., 2015; Fakhitah Ridzuan, 2019; Fatimah 
Sidi, 2012). 

Figure 5 reveals that data cleaning process is the initial phase of Optimized Customer 
Churn Prediction (OCCP), focuses towards error identification such as outliers, missing 
values, redundancy and null values, error detection and error correction.  

Figure 5 also reveals that data transformation process is the 2nd phase of Optimized 
Customer Churn Prediction (OCCP). In data transformation phase, all data types of all 
attributes such as float, object and Boolean, were transformed into integer data type to 
make sure the uniformity of dataset (Fakhitah Ridzuan, 2019; Manikandan, 2010) and to 
save storage and to make Machine Learning (ML) model feasible (Fakhitah Ridzuan, 
2019; Joshi & Patel, 2021). 

3.4 Feature Selection 

Figure 5 reveals that Feature Selection process is the 3rd phase of Optimized Customer 
Churn Prediction (OCCP) development process, which removes anomalies, such as 
noisy and irrelevant data. It is essential to improve the performance, accuracy of 
customer churn prediction model and reduces the training time (Feng et al., 2023; S. 
Velliangiri, 2019). Because, too many irrelevant features of a data set can lead to bias 
predictions.  

In Optimized Customer Churn Prediction (OCCP) model, Forward Feature Selection 
(FFS) (Erik Schaffernicht, 2009; Saifudin et al., 2020) with Logistic Regression (LR) has 
utilized to select 8 at most relevant features for tackling the problem of data over-fitting. 
This technique of Feature selection gave incredible boost to Optimized Customer Churn 
Prediction (OCCP) model.  
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Figure 5: Optimized Customer Churn Prediction (OCCP) Model 

3.5 Smote based Ring Particle Swarm Optimization (SRPSO) Fusion 

As, data optimization techniques are the core keys to increase the overall quality of data 
and makes it relevant, efficient and scalable by reducing data size (Bian & Priyadarshi, 
2024; Stergiou et al., 2023; Uddin et al., 2023; Wright, 2022). For this purpose, it tunes 
some hyper-parameter (Ansar & Kellis). To make Optimized Customer Churn Prediction 
(OCCP) model scalable, generalized, robust and efficient, a novice fusion (hybrid 
technique) of Synthetic Minority Oversampling Technique (SMOTE), Ring-Theory (RT) 
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and Particle Swarm Optimization (PSO) has presented, which can control the class 
imbalance in an efficient way. This presented fusion has named as SMOTE based Ring-
Theory based Particle Swarm Optimization (SRPSO). SRPSO can transform the 
dataset to turn it into coherent, reliable, computationally efficient and scalable for 
decision-making. It also improves the data analytics process for Ensemble Learning 
(EL).  

The major pitfall of using SMOTE, an oversampling technique sometimes destroys the 
original dataset’s distribution by resampling the imbalanced dataset (Ming Gao, 2011). 
SMOTE produces synthetic samples of minority class through interpolation. Though 
owing to interpolation the samples from majority class become invaded. Ultimately, 
classification process of customer churn suffers (Chawla et al., 2002). To cope with 
imbalanced data, a fusion of SMOTE based Ring Theory Particle Swarm Optimization 
(SRPSO) has practiced upon Orange dataset. In SRPSO algorithm, three 
methodologies, which are meta-heuristic such as Ring Theory (RT), SMOTE and 
Particle Swarm Optimization (PSO), have hybridized.  This fusion has devised to gain 
improved and positive results without invading a few strongest and vital majority class 
samples rather than utilizing single technique at a time (Shaw et al., 2021).  

This fusion possess the capability to choice the best synthetic majority class samples. 
Figure 6 portraits the conceptual framework of Synthetic Minority Oversampling 
Technique (SMOTE) based Ring-Theory Particle Swarm Optimization (SRPSO) for 
better understanding. According to Figure 5, data optimization process in Optimized 
Customer Churn Prediction (OCCP) model is performed in 3 basic steps. Figure 5 
reveals that during 4th phase, data resampling process takes place after feature 
selection process, in which SMOTE resamples the imbalanced dataset’s samples to 
cope with the issue of data under sampling. After data resampling process on 5th 
phase, the dataset gets split into ratio of 80:20 to form training and testing dataset. 
According figure 5, on 6th step the remaining SRPSO algorithm gets performed to deal 
with the negative effects of Synthetic Minority Oversampling Technique (SMOTE). Table 
6 describes the followed algorithm of SRPSO phase of optimization. SRPSO works on 
37 basic steps, which can be visualized in Figure 6. SRPSO’s core contributions are as 
follows: 

1. SRPSO contributes to reduce execution time by making the data scalable, coherent 
and manageable 

2. SRPSO minimizes the resource usage by reducing the size of data to be used by 
Ensemble Learning 

3. RTPSO improves the overall performance of the Optimized Customer Churn 
Prediction (OCCP)  

4. SRPSO improves the data quality for taking insights to make customer churn 
predictions and for decision-making  

5. SRPSO transforms the imbalanced dataset to make it relevant and uniformed 
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Table 2: Step By Step Procedure of SRPSO 

Steps 
Algorithm 

SMOTE 

Step 1 Start 

Step 2 Input Imbalanced dataset 

Step 3 Count the occurrence of majority and minority classes 

Step 4 
Calculate Difference between majority and minority class 
Difference  Total no. of majority class instances – total no. of minority class 
instances 

Step 5 Initialize i  1 

Step 6 Check if i <= Difference? Then go to Step 7 otherwise to Step 11 

Step 7 Select a sample from minority class randomly 

Step 8 Add the sample to training data 

Step 9 Increment in I by 1     i  i + 1 

Step 10 Go to Step 6 

Step 11 Store in balanced dataset 

Steps RT-PSO Algorithm 

Step 12 Start Optimization 

Step 13 Initialize Population (pop), Velocity (v), Prbm, maxIter and i variables 

Step 14 Calculate Fitness value of each particle, find Local best (pbest) and Global best (gbest) 

Step 15 If i is greater than maxIter then go to Step 36 otherwise go to Step 16 

Step 16 Start (Particle Swarm Optimization (PSO)) 

Step 17 Calculate fitness value of each population (popi) 

Step 18 Update Local best position (Pbest) for each particle if required 

Step 19 Update Global best position (Gbest) for each particle if required 

Step 20 Update Inertia weight (w) 

Step 21 Update Velocity (v) and Position (x,y) of each particle 

Step 22 
Output of Particle Swarm Optimization (PSO) consider as input to Ring Theory based 
Evolutionary Algorithm (RTEA) 

Step 23 Start Ring Theory based Evolutionary Algorithm (RTEA) 

Step 24 Initialize k as k = 1 

Step 25 If k is greater than popsize then goto Step 26 otherwise Step 27 

Step 26 Increase the value of i by 1 as (i = i +1) and go to Step 15 

Step 27 Perform Global search operator (R-GEO) for Global Exploration in Ring 

Step 28 Store the output of Step 27 to p 

Step 29 Perform Local Search Operator (R-LDO) for Local Exploitation in Ring on p and Prbm 

Step 30 Store the output of Step 29 into p again 

Step 31 Calculate Fitness value of p by using fitness function  Fitness (p) 

Step 32 Calculate Fitness value of popk(t) by using fitness function  fitness (popk(t)) 

Step 33 
If Fitness value of p is greater than fitness value of popk(t) then go to Step 32  otherwise 
go to Step 35 

Step 34 Assign value of p to popk(t) then go to Step 35 

Step 35 Increase the value of k by 1 (k  k+1) and go to Step 25 

Step 36 Return gbest 

Step 37 End Optimization 
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Figure 6: SMOTE based Ring-theory Particle Swarm Optimization (SRPSO) Fusion 
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3.6 Ensemble Learning 

Ensemble Learning (EL), fundamental data optimization approach, contributes to control 
the variance and bias and gives an optimized solution for Evolutionary Optimization 
Algorithms (EOA). Ensemble Learning (EL) exploits the 4 main meta learner 
approaches, such as boosting, voting, stacking and begging, to mend the predictive 
power of a customer churn prediction model by improving its performance in terms of  
accuracy (Mahajan et al., 2023; Nazmun Nahar, 2019; Tufail et al., 2023; Zubair Hasan 
& Zahid Hasan, 2019). Ensemble Learning endeavors to combine  the predictive power 
of more than one  weak classifiers with stacking for generating precise and rational 
forecast and eradicates the prediction errors (Alshdaifat et al., 2021; Diwan et al., 2022; 
Lu et al., 2023; Mohammed & Kora, 2023; Nti et al., 2020; Redha Ali, 2019; Sagi & 
Rokach, 2018; Z.-H. Zhou, 2017).  

There are two basic types of Ensemble Learning (EL) such as Heterogeneous 
Ensemble Learning (Het.EL) and Homogeneous Ensemble Learning (). In Hom.EL, 
Base Classifiers are, always, of same typed, while in Het.EL Base Classifiers are, 
always, of different types. In Heterogeneous Ensemble Learning (Het.EL), different 
base classifiers generate bias predictions, by using which Meta Learner become 
proficient to diminish overall bias of final generated prediction as well (Saleh et al., 
2022). Figure 5 reveals that Optimized Customer Churn Prediction (OCCP) model is 
based upon Heterogeneous Ensemble Learning (HEL) with stacking (meta learner), 
during 7th step. For this purpose, Random Forest (RF) (Schonlau & Zou, 2020; Solorio-
Ramírez et al., 2023), Decision Tree (DT) (Ibomoiye Domor Mienye, 2019; Song & Lu, 
2015) and AdaBoost (AB) (Ding et al., 2022; Hornyák & Iantovics, 2023) have used as 
weak learners.  

3.7 Performance Evaluation 

After developing the customer churn prediction model 8th step, the model gets 
evaluated through quantitative evaluation or qualitative evaluation. End user, n 
qualitative evaluation, provides reviews about the performance of the customer churn 
prediction model. Whereas in quantitative evaluation, the overall performance of the 
customer churn prediction model gets quantify in numbers (Dalianis, 2018). In this 
research work, the quantitative evaluation has adopted to evaluate and weigh the 
performance of Optimized Customer Churn Prediction (OCCP). For this purpose, 
Accuracy, Kappa Statistics, Root Mean Squared Error (RMSE) and Mean Absolute 
Error (MAE) of the Model have been calculated.  

Table 3 reveals aforementioned performance evaluation metrics along with their 
equations. Eq.1 and Eq.2 in Table 3 represents the formula to calculate confusion 
matrix and accuracy, respectively. While, Eq. 3 and Eq.4 represents the formula of Root 
Mean Square Error (RMSE) and Mean Absolute Error (MAE) respectively. Hence, 
Figure 7 presents the complete performance evaluation stick of Cohen’ Kappa 
Statistics, which can be denoted by Greek letter “k”. it can measure the interrater 
reliability. Hence, the  degree of agreement between more than one evaluators is called 
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interrater reliability (Nichols et al., 2010; Vieira et al., 2010). It determines the rate of 
consistency among all measurements spawned by all evaluators. Its range can be from 
-1 to +1. If all the observers get perfectly agreed upon all objects, it means the interrater 
reliability is perfect (Cross, 1996; McHugh, 2012; Xu & Lorber, 2014).  

Table 3: List of Performance Valuation Matrices 

Performance Evaluation Matrices Equation Eq. No: 

Confusion Matrix  
(Smirani et al., 2022) 

= [
𝑇𝑃 𝐹𝑃
𝐹𝑁 𝑇𝑁

] Eq. 1 

Accuracy  
(Smirani et al., 2022) 

=  
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑃
 Eq. 2 

Root Mean Square Error (Schubert et al., 
2017) =  √

∑ (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖 − 𝐴𝑐𝑡𝑢𝑎𝑙𝑖)2𝑁
𝑖=1

𝑁
 Eq. 3 

Mean Absolute Error 
 (Chai & Draxler, 2014; Karunasingha, 
2022) 

=  
∑ |𝐴𝑐𝑡𝑢𝑎𝑙𝑖 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖|𝑛

𝑖=1

𝑛
 Eq. 4 

 

Figure 7: Complete range of Cohen’s Kappa Statistics 
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4. RESULT AND DISCUSSION 

4.1 Novelty of OCCP in context of Ensemble Learning 

In this section of the paper, the total novelty of this research work, in context of 
Ensemble Learning, has discussed. The literature review reveals that a lot of work has 
done through Ensemble Learning (EL) in the field of customer churn prediction. 
Unfortunately, there is still need to reform this technique to improve its accuracy in such 
customer churn prediction models. The literature review also reveals that the 
researchers have contributed a lot in this regard. They tried their level best to improve 
the accuracy and performance of their models by creating fusions of various techniques. 
After observing their pits and falls, a robust and efficient model, named as Optimized 
Customer Churn Prediction (OCCP), has been devised to anticipate the risky 
customers, who can nearly in future turn their loyalty to another telecommunication 
company. Here in the Table 1 and 2, enlisted below, the total novelty of the OCCP has 
been revealed in contrast to other existed models, discussed in literature review. Under 
the umbrella term of Ensemble Learning, this contrast can been be discussed in more 
broader terms, such as Supervised Machine Learning Algorithms (SMLA) for Ensemble 
Learning (EL), Unsupervised Machine Learning Algorithms (UMLA) for Ensemble 
Learning (EL), Optimization Algorithms, Feature Selection Algorithms and Feature 
Extraction Algorithms. 

4.2 Novelty of Ensemble Learning (EL) in terms of Classification Algorithms 

In this context, the Table 4 presents total novelty of OCCP in terms of Supervised 
Machine Learning Algorithms (SMLA) and Unsupervised Machine Learning Algorithms 
(UMLA). The most prominent supervised and unsupervised classification algorithms of 
Machine Learning (ML) have been enlisted below in Table 4, such as Stochastic 
Gradient Booting (SGD), Deep Convolutional Neural Network (DCNN), Gaussian 
Process Regression (GPR), Support Vector regression (SVR), Regression Tree (RT), 
Ensemble Regression (ER), Naïve Bayes (NB), Decorate (D), AdaBoost (AB), Support 
Vector Machine (SVM), Decision Tree (DT), Extreme Gradient Boosting (XGB), 
Gradient Boosting Tree (GBT), K Nearest Neighbor (KNN), Decision Learning (DL), K 
Means (KM), K Medoids (KMed), Regression Clustering (RC), X Means (XM), Logistic 
Regression (LR), Random Forest (RF), Rotation Forest (RotF), Rotation Boosting 
(RotB), Genetic Programming (GP) and Artificial Neural Network (ANN). It can be 
observed from Table 4 that the OCCP is quite novice model, because AdaBoost (AB), 
Decision Tree (DT) and Random Forest (RF) have been ensemble in OCCP for the first 
time. This combination of classification is quite novice and has not been yet.  
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Table 4: Novelty of Ensemble Learning (EL) In Terms of Classification Algorithms 

Ref. 

SMLA UMLA 

S
G

D
 

D
C

N
N

 

G
P

R
 

S
V

R
 

R
T

 

E
R

 

N
B

 

D
 

A
B

 

R
T

 

S
V

M
 

D
T

 

X
G

B
 

G
B

T
 

K
N

N
 

D
L

 

K
M

 

K
M

e
d

 

R
C

 

X
M

 

L
R

 

R
F

 

R
o

tF
 

R
o

tB
 

G
P

 

A
N

N
 

Adnan Idris and 
Khan (2017) 

                          

Idris and Khan 
(2012) 

                          

Adnan Idris et 
al. (2012) 

                          

Amin et al. 
(2017) 

                          

Idris et al. 
(2013) 

                          

Hussain et al. 
(2019) 

                          

Tianpei Xu 
(2021) 

                          

Revati M.Wahul 
(2023) 

                          

Pratiwi et al. 
(2021) 

                          

Mehpara Saghir 
(2019) 

                          

Amin et al. 
(2017) 

                          

Abinash Mishra 
(2017) 

                          

Fakhar Bilal et 
al. (2022) 

                          

Uzair Ahmed et 
al. (2019) 

                          

OCCP                           
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Novelty of Ensemble Learning (EL) in terms of Optimization and Feature 
Reduction Techniques 

The Table 5 illustrates the total novelty of OCCP in terms of techniques and feature 
reduction techniques. Table 5 is consisted upon a few references of the papers, which 
got published under the umbrella term of Ensemble Learning (EL) Technique. By 
observing this Table 5 it is concluded that a very less work has been conducted in the 
area of Machine Learning (ML) model’s optimization, feature selection and feature 
extraction. The literature review reveals that the most prominent techniques of model 
optimization are Particle Swarm Optimization (PSO), Ring Theory (RT) and SMOTE. It 
also reveals that most commonly techniques for feature selection are minimum 
Redundancy and Maximum Relevancy (mRMR) and Genetic Programming (GP). While, 
Forward Feature Selection (FFS) has not been used in existing studies of Ensemble 
Learning (EL). It also reveals that the SMOTE, Ring theory (RT) and Particle Swarm 
Optimization (PSO) have not been hybridized yet.  

Table 5: Novelty of Ensemble Learning (EL) In Terms of Optimization and Feature 
Reduction Techniques 

Reference 

Optimization Feature Selection Algorithm 
Feature 

Extraction 

P
S

O
 

R
T

 

S
M

O
T

E
 

m
R

M
R

 

F
F

S
 (

L
R

) 

E
D

A
 

W
E

 

G
P

 

F
R

 

F
S

 

P
C

A
 

E
D

 

Adnan Idris and Khan 
(2017) 

 - - - - - -  - - - - 

Idris and Khan (2012) - - -  - - - -    - 

Adnan Idris et al. (2012) - - - - - - -  - - - - 

Amin et al. (2017) - - -  - - - - - -  - 

Idris et al. (2013) - - -  - - - - - - - - 

Hussain et al. (2019) - - - - - -  - - - - - 

Tianpei Xu (2021) - - - - - - -  - - -  

Revati M.Wahul (2023) - - - - -  - - - - - - 

Pratiwi et al. (2021) - - - - - - - - - - - - 

Mehpara Saghir (2019) - - - - - - -  - - - - 

Amin et al. (2017) - - -  - - -  - - - - 

Abinash Mishra (2017) - - - - - - - - - - - - 

Fakhar Bilal et al. (2022) - - - - - - - - - - - - 

Uzair Ahmed et al. 
(2019) 

- - - - - - - - - - - - 

(OCCP)      - - - - - - - 

Performance Evaluation of OCCP in terms of Accuracy, Kappa Statistics and 
Error evaluation 

In this section of the paper, the performance Optimized Customer Churn Prediction 
(OCCP) has benchmarked against standalone models by Hemlata Jain (2020b) in terms 
of accuracy, root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Kappa 
Statistics. For this purpose Table 6 has presented for comprehension. Table 6 reveals 
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that Optimized Customer Churn Prediction (OCCP) model scored highest score than 
both stand-alone models of Hemlata Jain (2020b), Logit Boost (LogB) and Logistic 
Regression (LogR). Optimized Customer Churn Prediction (OCCP) scored 0.940 Kappa 
Statistics, 0.0298 Mean Absolute Error, 0.173 Root Mean Square Error and 0.97 
Accuracy.  

According to Kappa Statistics evaluation stick, Optimized Customer Churn Prediction 
(OCCP) stands 1st by achieving Prefect Agreement tag. It also stands 1st in terms of 
accuracy. Graphical representation of Table1 has presented below from Figure 8-11. 
Figure 8 visualizes the Kappa Statistics score, Figure 9 depicts Mean Absolute Error, 
Figure 10 symbolizes the Root Mean Square Error (RMSE) and Figure 11 visualizes the 
Accuracy of Optimized Customer Churn Prediction (OCCP). 

Table 6: Performance Evaluation against Stand-Alone Models. 

Evaluation Matrices 
Logit Boost 

(Hemlata Jain, 2020b) 
Logistic Regression 

(Hemlata Jain, 2020b) 
OCCP (EL) 
(Proposed) 

Kappa Statistics 0.0956 0.1176 0.940 

Mean Absolute Error 0.2261 0.2237 0.0298 

Root Mean Square Error 0.3357 0.3352 0.173 

Accuracy 85.1785% 85.2385% 0.97 
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4.3 Benchmark against more studies in terms of accuracy 

In this section of the paper, Optimized Customer Churn Prediction (OCCP) has 
benchmarked against more studies. Table 7 presents the summary of this section in 
detail. According to table 7, Amin et al. (2019) scored 84.30% accuracy with technique 
of Estimation of certainty of classifiers through Distance factor. While Tjeng Wawan 
Cenggoro et al. (2021) scored 89.82% accuracy by applying Deep Learning and Cluster 
Similarity technique. Hence, Brandusoiu and Toderean (2013) 88.56% accuracy by 
applying Support Vector Machine(SVM) with Polynomial Kernel). Hemlata Jain (2020b) 
scored 85.24% accuracy by applying Logistic Regression and Logit Boost as 
standalone models. Thus, Irfan Ullah et al. (2019) scored 88.63% accuracy with 
classification of Random Forest (RF). L. Y. Zhou et al. (2019) achieved 91.67% 
accuracy by using Support Vector Machine with Polynomial Kernel Function. Amin et al. 
(2017) recorded 77.27% accuracy by using Heterogeneous Ensemble Learning 
(Het.EL). Abinash Mishra (2017) scored 91.66% accuracy by using Ensemble Learning 
with Random Forest (RF) classifier and Bagging. Fakhar Bilal et al. (2022) scored 
92.43% accuracy by hybridizing Classification and Clustering Algorithms. While 
Optimized Customer Churn Prediction (OCCP) achieved 97% accuracy, which is the 
highest accuracy achieved yet. Figure 12 also visualizes the Table 7 for better 
understanding. 
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Table 7: Benchmark Studies 

Refference Classification Accuracy 

Amin et al. (2019) 
Estimation of certainty of classifiers through Distance 
factor 

84.30% 

Tjeng Wawan Cenggoro et al. 
(2021) 

Deep Learning and Cluster Similarity 89.82% 

Brandusoiu and Toderean 
(2013) 

Support Vector Machine (Polynomial Kernel) 88.56% 

Hemlata Jain (2020b) Logistic Regression and Logit Boost 85.24% 

Irfan Ullah et al. (2019) Random Forest 88.63% 

L. Y. Zhou et al. (2019) 
Support Vector Machine (Polynomial Kernel 
Function) 

91.67% 

Amin et al. (2017) Just-in-Time-Approach (Heterogeneous EL) 77.27% 

Abinash Mishra (2017) 
Ensemble Learning (Random Forest), 
Bagging, Boosting 

91.66% 

Fakhar Bilal et al. (2022) 
Hybrid Model of Classification and Clustering 
Algorithms with stacking 

92.43% 

Proposed (OCCP) Ensemble Learning 97.00% 

 

Figure 12: Optimized Customer Churn Prediction (OCCP) benchmark against 
existing studies 

 
5. CONCLUSION 

In this era of fierce competition, the telecommunication companies are required to 
anticipate their risky customers, who can switch to competitors nearly in future, in 
advance to increase their revenue. This study is basically a contribution to cope with 
aforementioned problem of telecommunication companies. The results of this study 
reveals that Optimized Customer Churn Prediction (OCCP) model performed well by 
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embedding the fusion of optimization techniques, named as Smote based Ring-theory 
Particle Swarm Optimization (SRPSO). This fusion contributed to make dataset more 
concise, scalable, relevant, coherent, manageable, uniform and consistent.  It is also 
concluded that Ensemble Learning can perform well by hybridizing with optimization 
techniques and can achieve the highest level of accuracy up to 97%. In future, a few 
more optimization techniques can be combined with Ensemble Learning (EL) to improve 
its results and can be experimented over big data platform.  
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