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Abstract  

E-commerce sites, forums, and blogs have become popular platforms for people to share their views. 
Reviews have emerged as a crucial source of information for potential customers, influencing their 
purchasing decisions. Similarly for profit gain or fame, Spam reviews are deliberately written with the 
intention of defaming businesses or individuals. This act is known as review spamming. Spam review 
detection is rapidly answered by various ML techniques. Review of spamming is more challenging task in 
multilingual communities. Spammer behavior features and linguistic features often exhibit complex 
relationships that influence the nature of spam reviews. The unified representation of features is another 
challenging task in spam detection. Various deep learning approaches have been proposed for review 
spamming, including different neural networks (Convolutional Neural Network, CNN). These methods are 
specialized in extracting the features but lack to capture feature dependencies effectively with other 
features. Spam Review Detection using the Fusion Gradient Boosting Model (SRD-FGBM) is proposed with 
fusion of spammer behavior features and linguistic features to automatically detect and classify the spam 
reviews. Fusion enables the proposed model to automatically learn the interactions between the features 
during the training process, allowing it to capture complex relationships and make predictions based on 
both types of features. It apparently shows the promising result by obtaining 94.3% accuracy.  

Index Terms: Review Spamming, Linguistic features, spammer behavior features, Classification, Feature 
engineering, SVM, Gradient Boosting Model (GBM), Fusion. 

 
1. INTRODUCTION  

E-commerce sites, forums, and blogs are main source where users put their opinion in 
the form of review [1]. Online reviews hold significant importance for both customers and 
vendors, influencing purchasing decisions and shaping future strategies [2]. Rapid spam 
review attacks have become a growing concern, where anyone can write fake reviews to 
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promote products or services, leading to financial consequences for businesses and loss 
of trust [3], [4] ,[5]. Spammers exploit opinion sharing websites to create hype and 
manipulate the value of a product or service [6]. Detecting spam reviews is critical to 
maintain the integrity of online review sites, and major platforms like Yelp and Amazon 
have made progress in addressing this issue [7]. While researchers have proposed 
various techniques for spam review detection, there is still room for improvement, 
particularly with real-world datasets [8], [9]. Spam reviews differ from web or email spam 
as they provide misleading opinions about products or services, making manual detection 
challenging [10]. Existing approaches in web or email spam detection are not suitable for 
identifying spam reviews [11], [12]. The detection of spam reviews relies on analyzing 
spammer behavioral features and review text to differentiate between legitimate and 
spam reviews [13]. The prevalence of unsolicited and irrelevant messages across diverse 
digital channels underscores the need for the creation of effective and precise 
mechanisms for identifying and filtering out spam content. Linguistic attributes, such as 
textual configurations, affective assessment, and semantic data, furnish significant 
indicators for the detection of unsolicited and unwanted content [14]. TF-IDF captures 
term importance, BoW represents word presence/absence, CHI2 identifies significant 
linguistic features, and Word2Vec [15]captures semantic relationships. These linguistic 
features provide different perspectives and can contribute to detecting review spam 
based on linguistic characteristics [16]. Conversely, characteristics of spammer conduct 
such as the rate of posting, modes of interaction, and questionable behaviors provide 
valuable perspectives into the actions of prospective spammers. However, previous 
studies have often focused on linguistic methods or behavioral characteristics separately 
when identifying spammers and spam reviews. To overcome these limitations, this 
research aims to utilize fusion along with Gradient Boost method (GBM) techniques for 
accurate analysis of spam reviews and incorporate a comprehensive set of behavioral 
and linguistic features to filter spam and not-spam reviews.  

This research paper answers the following research questions.  

QR1.  How does the fusion of linguistic characteristics and spammer behavior attributes 
improve the accuracy of review spam detection compared to conventional single-
feature techniques? 

QR2. What machine learning or statistical techniques can be employed to effectively 
integrate linguistic features and spammer behavior features for accurate spam 
detection? 

QR3.  How does the fusion of the GBM (Gradient Boosting Machine) model with 
combined spammer behavior and linguistic features improve the accuracy of spam 
review detection?  

QR4. Can linguistic features and spammer behavior features contribute to the 
identification of spam reviews?  
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QR5.  Can the fusion of linguistic features and spammer behavior features enhance the 
ability to differentiate between legitimate users and spammers in online 
communities? 

This research contributes to contribute to answering the above research questions the 
research question pertains to the fusion methodology that combines linguistic 
characteristics and spammer behavior attributes as its main contribution. The integration 
of linguistic features and spammer behavior features aids in the detection of evolving 
spamming techniques and patterns. This study aims to evaluate the effectiveness of the 
fusion approach in enhancing the accuracy of review spam detection, in comparison to 
traditional single-feature methods. It also aims to highlight the advantages of the fusion 
methodology over traditional approaches. The fusion approach has been empirically 
proven to be effective in terms of enhanced accuracy and robustness, as demonstrated 
through rigorous testing and analysis. The fusion technique in spam detection, as 
compared to linguistic-only or behavior-only approaches, through a comparative analysis 
of their respective performances. It also facilitates the identification and mitigation of novel 
forms of spam by enabling the detection system to capture emerging patterns or 
behaviors, thereby enhancing its efficacy against the constantly evolving tactics employed 
by spammers. 

The present research paper expounds upon the pragmatic implications of the fusion 
approach in the context of spam detection systems that are operational in the real-world. 
The paper offers valuable insights for researchers and practitioners who aim to develop 
more dependable and efficient spam detection mechanisms by showcasing the 
advantages of integrating linguistic features and spammer behavior features.it also 
makes noteworthy contributions by introducing a new fusion approach, evaluating its 
effectiveness through empirical means, conducting a comparative analysis with individual 
feature-based methods, demonstrating its adaptability to evolving techniques, and 
highlighting its practical implications for spam detection systems. The aforementioned 
contributions serve to propel the domain of spam detection and furnish significant 
perspectives for forthcoming research and development endeavors. 

The format of this research paper is as follows: Review of the literature is presented in 
Section 2. The study's methodology is described in Section.3. The findings and discussion 
are presented in Section.4. The conclusion is found in Section 5. The research's 
limitations and future work are finally covered in Section.6. 
 
2. LITERATURE REVIEW  

Existing research has explored various approaches for detecting spam reviews, focusing 
on two main methods: spammer behavioral analysis and linguistic analysis. Previous 
studies have investigated spam review detection by analyzing patterns and relationships 
among spammers. However, only a few studies have explored this method. Mukherjee et 
al.[17]  used clustering techniques to model reviewer spamicity and identify spammer 
clusters. Heydari et al. [18] focused on time series features of reviewers in an Amazon 
dataset. Kc and Mukherjee [19] developed a text mining model using unsupervised 
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approaches and semantic language models. Li et al. [20] proposed an unsupervised 
model based on review posting rate and temporal patterns. Dematis et al.[21] employed 
a network model to capture correlations among users and products. Most of these studies 
only utilized time series-based behavioral features, but incorporating a richer set of 
features can enhance spammer identification. The problem of spam review detection was 
first studied by Jindal and Liu [7], who analyzed review texts from Amazon.com and 
identified duplicated content used by spammers. Lau et al. [22], [23] applied semantic 
language models and the Support Vector Machine classifier. Li et al.[24]  employed 
supervised learning with co-training methods. Fusilier et al. [25] proposed a classification 
method based on N-gram characters and Naïve Bayes. Ott et al. [26] designed a dataset 
for spam review detection and incorporated psycholinguistic features. Hazim et al. [27] 
used statistically based features and different models for multilingual datasets. Kumar et 
al. [28] proposed a hierarchical supervised learning method, while Zhang et al. [29] 
recommended a supervised model based on reviewer features. Ahmed and Danti [30] 
utilized rule-based machine learning algorithms, and Lin et al.  [31] Employed time-
sensitive features and SVM. Li et al. [32]used a feature-based sparse additive generative 
model and the SVM classifier.  The spammer behavior features used in the literature were 
presented in a Table.1. 

Table 1: Spammer Behavior Features 

 

Table 2 presents the comparative summary of state-of-the-art spammer behavior feature 
are discussed.   

Table 2: Comparative summary of state-of-the-art spammer behavior feature 

Sr Reference F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14 Accuracy 

1 [4] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓  92% 

2 [33]    ✓ ✓     ✓    ✓ 81% 

3 [34] ✓ ✓    ✓    ✓ ✓    83% 

4 [28]  ✓  ✓ ✓     ✓     81% 

5 [35] ✓  ✓  ✓   ✓  ✓     AUC 
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It appears that the literature explores different approaches of, including TF-IDF, Bag-of-
Words, CHI2, and Word2Vec, for classification or spam detection showed in Table.3.  

Table 3: Linguistic Feature used for classification in state-of-the-art studies 

Reference TF-IDF BoW CHI2 Word2Vec 

[36]  
✓   

[15]    ✓ 

[37]  
✓   

[38]    ✓ 

[39]    ✓ 

[40] ✓   ✓ 

[41] ✓    

[42] ✓    

[43] ✓    

[4] ✓    

[44]   
✓  

[45] ✓  
✓  

[46]    ✓ 

Most of these studies did not consider important linguistic features and utilized only one 
classifier, so the literature shows the research gape that without fusion of linguistic 
features and spammer behavior features in spam detection offers improved accuracy, 
robust detection capabilities, synergistic information, adaptability to evolving techniques, 
generalization across domains, and enhanced countermeasures. These benefits 
contribute to the development of more effective and efficient spam detection systems, 
ensuring better online security and user experience 
 
3. METHODOLOGY 

The purposed frame work used state-of the-art dataset describe in Table.3. The spammer 
behavior features and linguistic are calculated in next step, feature scaling is applied in 
both types of features then fusion vectors is calculated using the both feature then the 
fuse vectors is used along with the gradient boosting classifier for classify the spam review 
or not spam review. The purposed framework SRD-FGBM is defined step by step in the 
following and the graphical representation is showed in Fig1. 

3.1 Data set 

The present study utilizes an authentic Amazon product review dataset, which 
encompasses the extensive behavioral and posting chronicles of the reviewers. The 
corpus comprises of 26.7 million reviews, 15.4 million reviewers, and 3.1 million products, 
which are predominantly classified into six distinct categories. Table 1 provides a 
comprehensive breakdown of the dataset's distribution across various categories, 
reviews, reviewers, and products. The identification of spam reviews through linguistic 
methodology necessitates a dataset that has been labeled for the purpose of training the 
classifier. However, the Amazon product review dataset utilized in this labeled 
investigation.  
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Table 4: data set description 

 

The SRD-FGBM framework conducts various tasks such as data pre-processing, 
tokenization, review content analysis, feature extraction and selection, and classification. 
These tasks are accomplished through the utilization of the Natural Language Toolkit 
(NLTK) version 3.0. NLTK offers convenient built-in text processing libraries that are user-
friendly. 

 

Figure 1: SRD-FGBM Framework for Review Spam Detection 

3.2 Spammer Behavior Feature Calculation 

The behavioral traits of a reviewer can serve as indicators of their association with 
spamming activities. Consequently, these traits can be utilized to differentiate between 
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spam and non-spam reviews. The aforementioned characteristics may serve as cues for 
detecting spammers and should not be regarded as definitive criteria for classifying a 
reviewer as a spammer or non-spammer. Hence, the suggested methodology employs 
an extensive array of behavioral characteristics and avoids dependence on a solitary 
behavioral trait for the identification of spammers. This section provides a discussion of 
the spammer behavioral features. In this research, the utilization of spammer behavior 
features was combined with linguistic features to separate spam reviews from non-spam 
reviews. The purpose was to fuse these two types of features in order to develop a 
method that could accurately differentiate between the two categories. The following 
Spammer behavior feature are utilized in SRD-FGBM 

Calculating the spammer behavior features from a review dataset requires analyzing the 
relevant attributes and applying specific calculations. Here's an overview of how each 
feature computed:   

Table 5: Notations used in this methodology 

R Reviewer 

r Review 

Tr Total number of reviews 

Ri(rj) Refers to a review written by reviewer Ri 

MR(rj) Maximum reviews written by a reviewer 

L Ri(rj) The Last date of the report authored by reviewer Ri. 

+𝑖𝑣 𝑂𝑊 Number of positive words in r 

+𝑖𝑣 𝑂𝑊 Number of negative words in r 

Tnr Total number of words in r 

𝑅𝑖(𝑟𝑓𝑖𝑟𝑠𝑡) Represent the first review of a reviewer 

P Products  

NS Not spam 

S Present the spam 

W All reviews of reviewer R 

OW Opinion Words 

3.2.1. Content Similarity (CS): 

Cosine similarity used to measure the textual or semantic similarity between pairs of 
reviews [47], [48]. Spammers often opt to copy reviews from similar products due to the 
time-consuming nature of generating new reviews. Therefore, it is advantageous to 
employ cosine similarity to identify the similarity in content between reviews written by the 
same reviewer. To identify the most undesirable behavior of spammers, in this research 
the maximum similarity approach employed the equation for the maximum similarity 
approach defined in following Eq.1. 
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𝐹𝐶𝑆 = CS(𝑅𝑖)

= 𝑀𝑎𝑥 (𝐶𝑜𝑠𝑖𝑛𝑒 (𝑅𝑖(𝑟𝑗), 𝑅𝑖(𝑟𝑘)))  𝑤ℎ𝑒𝑟𝑒 𝑅𝑖(𝑟𝑗), 𝑅𝑖(𝑟𝑘)

∈ 𝑅𝑖(𝑇𝑟) 

(1) 

In this equation, Ri(rj) and Ri(rk) represent two reviews written by reviewer Ri from the set 
of reviews Ri(Tr). The cosine similarity between Ri(rj) and Ri(rk) is computed using a cosine 
similarity function. 

3.2.2. Maximum Number of Reviews per Day (MNR)  

Posting multiple reviews in a single day can be seen as a sign of deviant behavior [47], 
[49]. This indicator quantifies the reviewer's maximum daily review count, normalized by 
the overall maximum value in our dataset.  

𝐹𝑀𝑁𝑅(𝑅𝑖) =
𝑀𝑅(𝑅𝑖)

𝑀𝑅𝑖∈𝑅𝑖(𝑇𝑟)𝑀𝑅(𝑅𝑖)
 (2) 

3.2.3. Review Burstiness (RB) 

Authentic reviewers periodically publish their reviews from their personal accounts, while 
opinion spammers are characterized by their recent membership on the site. Currently, 
account's activity utilized to detect and capture instances of spamming behavior. The 
reviewing burstiness is defined as the difference between the first and last dates of review 
creation, also known as the activity window. If the time frame for a posted review is 
reasonable, it could include a typical activity. However, when reviews are posted in a 
short period of time (specifically within 28 days, as estimated in [20]), there is evidence 
of spam behavior occurring. 

𝐹𝑏𝑠(𝑅𝑖) = {

𝑁𝑆                                 𝐿(𝑅_𝑖 (𝑟)) − 𝑓(𝑅𝑖((𝑟)) > ŕ

𝐿(𝑅𝑖(𝑟)) − 𝑓(𝑅𝑖((𝑟))

ŕ
                            𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(3) 

In the above Eq.3 L(Ri(r)) denotes the most recent date on which the reviewer Ri posted 
a review ŕ, while F(Ri(r)) represents the initial date of posting for the same review. 

3.2.4. Percentage of Positive Opinion Words (PPW) 

   Calculate the percentage of positive sentiment words or expressions within each review 
[50], [51]. 

𝐹𝑃𝑃𝑊 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 + 𝑖𝑣 𝑂𝑊

𝑡𝑛𝑟
× 100 

(4) 

3.2.5. Percentage Negative Opinion Words (PNOW)  

Calculate the percentage of negative sentiment words or expressions within each 
review[50], [51] . 
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𝐹𝑃𝑁𝑊 =
𝑁𝑢𝑛𝑏𝑒𝑟 𝑜𝑓 − 𝑖𝑣 𝑂𝑊

𝑡𝑛𝑟
× 100 

(5) 

3.2.6. Ratio of First Reviews (RFR) 

People tend to rely on the initial reviews in order to benefit from them [51]. Spammers 
create email accounts early on to impact initial sales. Spammers believe that controlling 
initial product reviews gives them the ability to manipulate public opinion. We calculate 
the ratio between the initial reviews and the total reviews for each author. The term "first 
reviews" refers to the initial evaluations of a product that are posted by the author. 

𝐹𝑅𝐹𝑅 =
|𝑅𝑖(𝑟𝑓𝑖𝑟𝑠𝑡)∈ 𝑅𝑖(𝑇𝑟)|

𝑅𝑖(𝑇𝑟)
 

(6) 

3.2.7. Review of a Single Product (RSP) 

If a reviewer posts multiple reviews about the same product, it can be indicative of spam 
behavior [48]. The mathematical formula for representing a review about a single product 
would be: 

𝐹𝑅𝑆𝑃 = 𝑟, where rP ∈  R(P) (7) 

In this equation, rP represents a review specifically related to the product P. The notation 
"rP ∈ R (P)" indicates that the review r belongs to the set of reviews written by reviewer 
R for the product P.  

3.2.8. Extreme Rating(ER) 

Identify reviews with ratings at the extreme ends of the rating scale [47], such as 
extremely positive or extremely negative ratings spammer behavior feature detected 
using the Eq.8. 

𝐹𝐸𝑅 = {
𝑆,∗ (𝑟𝑖) ∈ {1, 5}

𝑁𝑆 ∗ (𝑟𝑖) ∈ {1, 5}
 

(8) 

3.2.9. Deviation in Rating (DR): 

 A rational user is anticipated to provide a rating that aligns with the rating given by 
another reviewer for a comparable product [50] , [47], [49], [51]. Previous research has 
found that spammers tend to provide ratings that differ from those of genuine reviewers 
in order to manipulate the perception of a product, either positively or negatively. The 
product's mean rating value is determined using Equation (9). Next, the normalized score, 
also known as the rating deviation, is calculated using the mean value according to 
Equation (10). 

𝑀𝐸𝐴𝑁𝑟 =
∑ |∗ 𝑟𝑝|

|𝑤𝑟|
𝑥==1

𝑤𝑟
 

(9) 

𝐹𝐷𝑅 =
|∗𝑟𝑝 − 𝑀𝐸𝐴𝑁𝑟|

4
 

(10) 
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3.3. Linguistics Features 

The analysis of review text employs linguistic features. The aforementioned 
characteristics have the potential to aid in the detection of fraudulent reviews through 
analysis of the language utilized by the reviewers. This section employs a four-step 
approach to ready the dataset for the application of review-related features. (i) The 
process of identifying the grammatical category of each word in a given text is known as 
part of speech tagging. (ii) The elimination of all punctuation marks from a text is a 
common pre-processing step in natural language processing. (iii) Stemming refers to the 
process of reducing words to their root form, which can help to reduce the dimensionality 
of a text dataset (iv) word2vec used as a method for selecting relevant features from a 
text dataset. Word2Vec decreases the dimensionality of word representations in contrast 
to conventional one-hot encoding or sparse representations. Word2Vec employs lower-
dimensional dense vectors to represent words instead of high-dimensional and sparse 
vectors. This decreases the computational complexity and memory demands for 
subsequent natural language processing (NLP) tasks. 

3.4. Data Preparation 

In dataset “X_SB” be the matrix representing the Spammer Behavior features, where 
each row corresponds to a review and each column represents a specific spammer 
behavior feature. Let “X_L” be the matrix representing the linguistic features, where each 
row corresponds to a review and each column represents a specific linguistic feature. y 
be the vector of labels indicating whether each review is spam “1” or not spam “0”.  

The Complexity of this step is: O (1) 

3.4.1. Feature Engineering: For features extracting each review in dataset DS, extract 
the spammer behavior features which consist of CS, MNR, RB, PPW, PNOW, RFR, RSP, 
ER, RD calculated using the above Eq.1 to Eq.10. Let's denote the set of spammer 
behavior features for reviews as S_i. For each review in dataset DL, extract the linguistic 
features. Let's denote the set of linguistic features for reviews as L_i. 

3.4.2. Preprocessing: By applying feature scaling to spammer behavior features and 
using word embeddings for linguistic features, it leveraged the strengths of each 
technique to enhance the representation and capture important patterns within both types 
of features.  

a) Feature Scaling 

Applying feature scaling to the spammer behavior features (X_SB) using standardization 

Mean Calculation is performed by calculating the mean (μ) for each feature in the 
spammer behavior features matrix X_SB. 

μi  =  
sum(X_SB[: , i])

𝑁
  

(11) 
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Where:  

• μi represents the mean of the ith feature. 

• X_SB [:, i] represents the ith column of the spammer behavior features matrix. 

• N represents the total number of samples (reviews) in the dataset. 

b) Standard Deviation Calculation: 

Calculate the standard deviation (σ) for each feature in the spammer behavior features 
matrix X_SB. 

σi =
sqrt(sum((X_SB[: , i]  −  μi)

^2)

𝑁
  

(12) 

Where:  

• σi represents the standard deviation of the ith feature. 

• X_SB [:, i] represents the ith column of the spammer behavior features matrix. 

• μi represents the mean of the ith feature. 

N represents the total number of samples (reviews) in the dataset. 

c) Transforming Features 

Standardization is obtained by Transform each feature in the spammer behavior features 
matrix X_SB to have zero mean and unit variance using the standardization formula in 
Eq.13. 

X_SB_scaled[: , i]  =  
(X_s[: , i]  −   μi)

σi
   

(13) 

• X_SB_scaled[:, i] represents the  ith column of the scaled spammer behavior 
features matrix. 

• X_SB [:, i] represents the ith column of the spammer behavior features matrix. 

• μi represents the mean of the ith feature. 

• σi represents the standard deviation of the ith feature.  

Complexity: O (n_samples * n_Features_s) 

3.4.3. Feature Fusion:   

Let X_SB and X_L be spammer and linguistic features respectively for each review in 
dataset. Concatenation is performed. Eq. 14 concatenate the spammer behavior features 
and linguistic features into a single feature vector for each review: 

X_Fusion =  [X_SB, X_L]   (14) 
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The resulting unified representation 

X_Fusion =  f (n_samples, n_Features_SB +  n_Features_L)   (15) 

In Eq. (15) presents the n_samples is the number of reviews and n_Features_SB and 
n_Features_L are the number of spammer behavior and linguistic features, respectively.  

Weighted Combinations are designed by Assigning weights w_s to the spammer 
behavior features and weights w_l to the linguistic features based on their relative 
importance. In Eq. (16) showed the multiply each feature in X_SB by its corresponding 
weight. Using the Eq. (17) multiply each feature in X_L by its corresponding weight. The 
Sum up the weighted features to create a fusions unified representation as showed in Eq. 
(18). The complexity is measured by using the Eq.19. 

X_SB_weighted =  X_SB ∗  w_s   (16) 

X_L_weighted =  X_L ∗  w_l   (17) 

X_Fusion_weighted =  X_SB_weighted +  X_L_weighted (18) 

𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦: 𝑂(𝑛_𝑠𝑎𝑚𝑝𝑙𝑒𝑠 ∗  (𝑛_𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠_𝑆𝐵 
+  𝑛_𝐹𝑒𝑎𝑡𝑢𝑟𝑒𝑠_𝐿)) 

(19) 

Feature Interaction is performed by feeding both X_SB and X_L separately as inputs to 
the GBM model. The complexity is measured by using the Eq.19. 

3.5. Spam Review Detection using the Fusion Gradient Boosting Model (SRD-
FGBM) 

Using the fusion step combines the spammer behavior features X_SB and linguistic 
features X_L into a single vector, allowing the model to capture information from both 
types of features simultaneously. Gradient Boosting is then applied to this fused vector to 
learn the relationships between the features and the labels algorithm SRD-FGBM showed 
in Fig.2. The spammer behavior matrix and linguistic features were used as separate 
inputs for the GBM (Gradient Boosting Machine) model. Each input was fed into a 
separate GBM model. Afterward, the outputs from both models were combined or 
merged, and this combined output was then used as the final input for the model's further 
processing or analysis. GBM model learn the interactions between the spammer behavior 
and linguistic features during the training process. The data is partitioned into training and 
testing sets, and the model is trained on the training data to minimize error. The trained 
model predicts labels for the testing data. The prediction step's complexity is determined 
by the size of the testing data in terms of samples and features.  
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Figure 2: Algorithm for proposed SRD-FGBM 
 

4. RESULTS AND DISCUSSION  

The finding of this research provides an inclusive analysis of spam review detection 
methods, encompassing framework Fusion based GBA (SRD-FGBM) consist of 
spammer behavioral and linguistic approaches. The research findings indicate that fusion 
of these two methods enhances accuracy in spam review identification. The fusion 
technique demonstrated promising results, achieving an accuracy in differentiating 
between genuine and spam reviews by combining the strengths of both approaches. This 
approach utilized behavioral features to capture anomalies and relationships among 
spammers during fusion. It also employed linguistic features, including word2vec and 
stemming techniques, to analyze review content using the Gradient Boost method. 
Furthermore, the fusion technique evaluated the performance of several classifiers, such 
as Naïve Bayes, Logistic Regression, sport Vector machine, Logistic Regression, and 
Random Forest, in order to improve the accuracy of spam review prediction. Fig. 3 shows 
the fusion-Based results accuracy comparison with deferent classifiers and which study 
utilized which feature, and which classifier was employed. What were the outcomes or 
results. In the previous studies, linguistic features and spammer behavior features were 
used separately with various classifier models such as Naïve Bayes (NB), Logistic 
Regression (LR), Support Vector Machine (SVM), Random Forest (RF), and the Mean 
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Value Method. In this research, combined linguistic features and spammer behavior 
features with the GBA algorithm. The accuracy achieved when employing the GBA 
algorithm in conjunction with spammer behavior features was 87.2%. When the GBA 
algorithm was integrated with linguistic features, the resulting accuracy was determined 
to be 82.1%. Additionally, by combining the features related to spammer behavior and 
linguistic characteristics, and employing the Fusion based GBA (SRD-FGBM) algorithm, 
were able to attain a peak accuracy of 94.3%. This outcome highlights the effectiveness 
of integrating both spammer behavioral and linguistic models. The SRD-FGBM 
framework has exhibited significant promise in effectively addressing the issue of spam 
reviews and offering more dependable information for both users and businesses. 

Table 6:  Comparison results on evaluation metrics of proposed approach and 
state-of-the-art study [40], [48], [49], [50], [3]. Key: Linguistic Feature-LF, 

Spammer Behavior Feature-SBF, Mean Value- MV, Spam Review Detection -
Fusion Based GBA (SRD-FGBM) 

 
[44] 

Accuracy 

[52] 

Accuracy 

[53] 

Accuracy 

[54] 

Accuracy 

[4] 

Accuracy 

Proposed 

Methodology 

Accuracy 

 Features Features Features Features Features Features 

Model LF LF LF SBF LF SBF LF SBF Fusion 

NB 71.27 81.3 76.2 79 85.5 × × × × 

LR × × 80.9 65.1 84.2 × × × × 

SVM 77.81 × × 81 86.5 × × × × 

RF 81.3 × × × 73.3 × × × × 

SRD-BM × × × × × 93.1 × × × 

GBA+LF × × × × × × 89.1 × × 

GBA+SB × × × × × × × 93.9 × 

SRD-

FGBM 
× × × × × × × × 94.3 
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Figure 3: Fusion-Based results comparison with deferent classifiers in term of 
Accuracy 

 
 

5. CONCLUSION  

The Fusion of spammer behavior features and linguistic features in spam review detection 
using a GBM framework has shown promising results which increased accuracy. By 
applying feature scaling techniques such as standardization to the spammer behavior 
features, the features are normalized and brought to a similar scale, which enhanced the 
modeling process. The GBM model, with its ability to capture complex interactions and 
learn relationships, effectively leverages the combined features for accurate spam 
detection. The model automatically learns feature interactions during training, allowing it 
to capture intricate relationships and make predictions based on both types of features. 
Feeding the separately processed X_SB and X_L as inputs to the GBM model does not 
involve any additional computations that scale with the size of the dataset. The purposed 
Model SRD-FGBM, in fusion with spammer behavior and linguistic features, offers a 
promising approach for effective spam review detection leading to improved performance 
or a more comprehensive understanding of the data.   The integration of the GBM model 
with the combined spammer behavior and linguistic features presents a promising 
solution for effective spam review detection, resulting in enhanced performance and a 
deeper insight into the underlying data. 
 
6. FUTURE WORK AND LIMITATIONS 

Future work includes exploring ensemble techniques and integrating deep learning approaches (such as 
RNNs or CNNs) to enhance spam review detection. Limitations include the need to validate model 
generalizability, address data imbalance, optimize feature selection, and ensure scalability for large-scale 
datasets. 
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